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Let N be a positive integer and A,, - - - , Ay be non-negative numbers with at
least one positive. Define

G(x)=

w|Z

N
-+ 2 Akx"
k=0

The problem is to compute z > 0 with

G (z) = min G (x)

>0

This article gives a simple algorithm requiring [(3/2) (In N /In2)7 + 8 evaluations
of a polynomial of degree N + 1 and 6 evaluations of its derivative. This algorithm
is'required to optimize the DSN resource allocation process.
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Let B, = —N, B, = 0, B, = (k — 1) Ay, for k=2, and
N+l

fx) = ’Z:o Byx*

Then f(z) =0 and the problem becomes one of finding
the roots of f (x) = 0,x > 0.

l1l. The Algorithm
Step I: Define

- min 1 N
Sup = exp\ :<kswa flnBTk )

Byz0

GLB = exp (fan [ - ])

Byp20
3/InN
L= [§<In2>-‘ T2

sup + GLB
— e

Step II:

Letx =

If f (x) =0, set sup = x.
Iff (x) < 0,5et GLB = x.
Do this calculation L times.

Set x = sup.
Step III (Newton’s method):

Replacex by x — ff,((?) .

Do this calculation six times.

Setz = x.

IV. Results

The relative error in z is less than 10-#° if the arithmetic
is executed with infinite precision, and the relative error
in G (z) will be smaller. If the arithmetic is executed with
s decimal digits of accuracy, the relative error will be on
the order of N210-2, s < 40.

V. Validity of the Algorithm

Since f(0) = —N and f’ (x), f” (x) are positive for x > 0,
there is a unique root on the positive axis. The solution
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can be bounded as follows: Define

1, N
sup = exp( min zlnfk- >
2=k=n

By #0

N\ ko
< Bko )

. 1 1
GLB = exp( 2£mkl;ln ,:? In B—k]>

Bg20

1 1/ky
- (=)

Then the following statements are true:

Il

(A) GLB=z = sup

Proof: If 0= z < GLB, then

N+1 N+1 1
f(z= N+ I B*<—N+ I Bi,+— =0
k=2 k=2 Bk

Thus, f(z) < 0, a contradiction. If z > sup, then

N+1
f)= N+ 3 B> —N+B, - —¢
k=2 Bko

Thus, f(z) > 0, a contradiction.

sup — GLB

(B) Z < N%
Proof:
N 1/ko N 1/ky
= — ={ = 1/k:
) <) o
Now
sup — GLB SUD ke s
z GLB =NVh=N

(C) After step II of the algorithm,

sup—GLB< 1

z 2N

Proof: Each step of the algorithm divides (sup — GLB)
by two. Therefore,

Sup - CLB <N%2‘L<N%2~((3/2) (In¥/In2)+1) — %
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(D) Since f’ (x) and f” (x) are positive for x > 0, if
X, X1, -+ - are computed using Newton’s method begin-
ning with x, > z, the x’s form a monotone sequence de-
creasing to z.

E) |z — 3| <2—1\f(%)'
Proof:

f (=) _ (e —2)f () — f (%)
f (x1) f (x)

Xyp1 — 3 =% — 2 —

Using Taylor’s theorem with the remainder for the
numerator,

112

B (g + (e~ 2 (@)
S ey
L2 [ @)+ (0 = D ()]
2 7 ()

However, for polynomials of degree N or less with all
positive coeficients, zh’ (z) = Nh (z). This gives

(X1 —2) < (x,;—z)zg(l + %(x, — z))

Use of (x, — z) < (z/N)+ % and the above inequality pro-
duces the statement (E).
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