Joint Source-Channel Coding for Deep-Space Image Transmission
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Abstract. — A new coding scheme for image transmission over a noisy channel is proposed. Similar to the standard image encoders, the scheme includes a transform coding stage and scalar quantization. Differently, the proposed scheme considers the image as a set of parallel subsources where subsources are equal-size partitions of transform domain subbands. The scheme is based on joint source-channel coding in a twofold sense: 1) The rate allocations to different subsources are optimized considering both their individual operational rate-distortion curves and channel parameters; 2) instead of separate entropy coding and channel coding stages, the proposed scheme directly encodes quantization indices into channel codewords using a single linear encoder. Both of these properties are essential to increase robustness against channel noise and to decrease delay due to retransmissions. Comparisons are made with respect to concatenation of the state-of-the-art image coding and channel coding schemes used by the Jet Propulsion Laboratory using Mars Exploration Rover mission images.

I. Introduction

In the conventional image transmission methods over noisy channels, the source compression and channel coding stages are designed and applied separately. The problem with this separation is due to catastrophic behavior of entropy coders embedded in image compression tools (e.g., arithmetic coding, Huffman coding). In order to avoid error propagation, images can be segmented into regions to be independently coded at the expense of decreased compression efficiency [1]. Unless an error-containment scheme similar to that found in [1] is used, subsequent decoded bits after the first bit error are usually all corrupted and not used in the reconstruction. This puts enormous pressure on channel code design to reach very low bit-error rate (BER) values. Even if the channel code can achieve these BER values for a fixed channel, when channel conditions are changed, the code may not be able to reach design BER; hence, a whole source block may be lost. Hence, a separated approach is not robust to changing channel conditions.
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On the other hand, a noisy but still visually acceptable image can be appreciated even if the channel conditions do not satisfy the design. For this purpose, we consider a joint source-channel coding (JSCC) design for the Mars Exploration Rover (MER) mission. The scheme is based on the JSCC concept in two different aspects. First, each source block is encoded into a channel codeword with a single, joint, linear operation, avoiding explicit entropy coding. Second, an image is considered to be formed by many subsources whose importance varies on the image reconstruction; hence, rate allocations to these different subsources are optimized with respect to channel conditions, subsource characteristics, and individual importance.

The JSCC scheme used in this work is flexible for layered code designs and more involved optimization problems introduced in [2] for multicast or fading scenarios. Note that this article concentrates on a single-layer scenario.

The joint source-channel coding scheme we propose [2,3] in the most simple terms consists of a wavelet transform, scalar and embedded quantizer, and linear encoding of quantization indices. These three components will be the topics of Section III, Section IV, and Section V.A. Before getting into the details of transform, quantizer, or the code design, the notation used throughout the report and the system optimization problem are introduced in Section II.

II. System Setup

Consider a source formed by $s$ independent (or “parallel”) components. A block of source symbols of length $K$ is denoted by $S \in \mathbb{R}^{s \times K}$, where the $i$-th row of $S$, denoted by $S^{(i)} = (S^{(i)}_1, \ldots, S^{(i)}_K)$, corresponds to a source component of the parallel source.

For this article, we assume to work with a binary input–additive white Gaussian noise (BI-AWGN) channel, where we let $E_N$ denote energy per symbol and $\sigma^2$ denote AWGN, the noise variance.

An $(s \times K)$-to-$N$ source-channel code is formed by an encoding function $f$ that maps $S$ into $(\sqrt{E_N}, -\sqrt{E_N})^s$ denoted by $X$ and by decoding function $g$, such that the received channel output $Y$ is mapped into the reconstructed source block $\hat{S} = g(Y)$. We consider a weighted minimum square error (WMSE) distortion measure. Let the minimum square error (MSE) distortion for the $i$-th source component be given by $d_i = \frac{1}{K} \mathbb{E} \left[ \| S^{(i)} - \hat{S}^{(i)} \|^2 \right]$, then the WMSE distortion at the decoder is defined as

$$D = \frac{1}{s} \sum_{i=1}^{s} v_i d_i$$

(1)

where $\{v_i \geq 0 : i = 1, \ldots, s\}$ are weights that depend on the specific application. For digital images, these coefficients correspond to non-unit weights due to a biorthogonal wavelet transform and are explained in detail in Section III.
Let \( r_i(\cdot) \) denote the rate-distortion (R-D) function of the \( i \)-th source component with respect to the MSE distortion. Then the R-D function of \( S \) is given by the following optimization problem:

\[
\mathcal{R}(D) = \min \frac{1}{S} \sum_{i=1}^{S} r_i(d_i), \text{ subject to } \frac{1}{S} \sum_{i=1}^{S} v_i d_i = D
\]  

(2)

where \( \{d_i; i = 1, \ldots, s\} \) are dummy optimization variables, corresponding to the individual MSE distortions of the \( i \)-th source components. For example, for parallel Gaussian sources and equal weights (\( v_i = 1 \) for all \( i \)), Equation (2) yields the well-known “reverse waterfilling” formula (see [4], Theorem 10.3.3).

We assume that there exists some successive refinement code (possibly suboptimal) that achieves an operational R-D function \( r_i(d) \) for the \( i \)-th source component. The functions \( \{r_i(d): i = 1, \ldots, s\} \) depend on the specific code used. These functions are assumed to be convex and non-increasing [5], and identically zero for \( d_i > \frac{1}{K_i} \mathbb{E}[\|S^0\|] \).

In Section IV, we describe how we obtain an operational rate-distortion curve for subsources using a scalar, embedded quantizer. For a family of successively refinable codes with R-D functions \( \{r_i(d): i = 1, \ldots, s\} \), the operational R-D function of the parallel source \( S \) is also given by Equation (2). Therefore, in the following we will use \( \mathcal{R}(D) \) to indicate the actual operational R-D function of a given successive refinement code.

Inspired by the bit-per-pixel convention used in image compression, for a source with a total number of samples equal to \( K_s \), encoded and transmitted over the channel using \( N \) channel uses, we define \( b = N / (K_s) \) as a measure of the system bandwidth efficiency, as it corresponds to the number of channel uses per source symbol. For a digital image, the number of pixels is equal to the number of source symbols according to the parallel subsources model established in Section III, hence \( b \) is also defined as the number of channel-coded bits per pixel (bpp).

Let \( C \) denote the channel capacity, then we have \( K_s \mathcal{R}(D) = NC \), assuming ideal codes. Recalling Equation (2), the ideal distortion is

\[
D = \mathcal{R}^{-1}(bC)
\]

(3)

Hence, the minimum distortion \( D \) that can be achieved at channel capacity \( C \) and bandwidth expansion \( b \) is given by the minimizing weighted total distortion (MWTD) optimization problem given in Equation (4).

MWTD:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{S} \sum_{i=1}^{S} v_i d_i \\
\text{subject to} & \quad \mathcal{R}\left(\frac{1}{S} \sum_{i=1}^{S} v_i d_i\right) \leq bC, \quad \sigma_i^2 d_i \geq 0, \quad \forall i
\end{align*}
\]

(4)

\[ ^1 \text{Convexity follows directly from the average distortion definition: for any two achievable points (} \mathcal{R}, \bar{d}) \text{ and (} \mathcal{R}, \bar{d}' \text{), all points in the convex combination } (\lambda \mathcal{R} + (1 - \lambda) \mathcal{R}', \lambda \bar{d} + (1 - \lambda) \bar{d}') \text{ for } \lambda \in [0, 1] \text{ are also achievable by time-sharing.} \]
where the optimization variables are the subsource distortions \( \{d_i\} \) and \( \sigma_i^2 \) denotes the variance (per symbol) of the \( i \)-th source component \( S^{(i)} \).

Next, the transform and quantizer designs are discussed in Section III and Section IV, respectively.

### III. Wavelet Transform

The image is decomposed into a set of “parallel” source components by a suitable linear transform. We chose the same discrete wavelet transform (DWT) as JPEG2000 [6]. Using \( W \) levels of DWT, the transformed image is partitioned into \( 3W + 1 \) “subbands.” A subband decomposition example is given in Figure 1 for \( W = 3 \). This produces \( 3W + 1 = 10 \) subbands, indicated in the figure by LL0, HL1, LH1, HH1, HL2, LH2, HH2, HL3, LH3, and HH3, respectively. The subbands have different lengths, all multiples of the LL0 subband length. For simplicity, we partition the whole DWT coefficient array into source component blocks of the same size as the LL0 subband. This yields \( s = 2^W \) source component blocks of equal length \( K = K_0^2/s \), where \( K \times K \) indicates the size of the original image. MER mission images have \( K_0 = 1024 \), when with three levels of wavelet transform, \( K = 16384 \); in other words, the size of the LL0 subband is \( 128 \times 128 \). Since the DWT transform is a biorthogonal transform, the MSE distortion in the image domain is not equal to the MSE distortion in the wavelet domain. The MSE distortion is given by a weighted sum of subband distortions, where the weights correspond to the \( l_2 \)-norm of the synthesis filters’ impulse responses [6]. For \( W = 3 \), the weight of a source component block in subband \( w = \{1, \ldots, 10\} \) is given by the \( w \)-th coefficient of the vector \( [l^6, l^5 h, l^4 h^2, l^3 h^3, l^2 h^4, l h^5, h^6] \), where, for the particular wavelet we have considered here — i.e., the Cohen–Daubechies–Feauveau (CDF) 9/7 [7] wavelet used by JPEG2000 for lossy compression — \( l = 1.96 \) and \( h = 2.08 \).

![Figure 1. Partitioning of an image into subbands and subsources.](image)
The first subband, LL0, is the first subsource and actually a subsampled version of the original image. This subband, which is also called the DC subband, is the most important subband for the image reconstruction. Figure 2 shows the histograms of different zero-mean subbands. Except for the first subband, the other subbands show similar properties in their histograms such as having high probability around zero and symmetric distribution — see Figure 2 (d,e,f,g,h,i). Figure 2(a) corresponds to the histogram of the first subband. In order to overcome this difference, inspired by hybrid discrete cosine transform (DCT)–DWT methods in digital image watermarking [8,9], two-dimensional DCT $128 \times 128$ [10] is applied to the LL0 subband. Note that the LL0 subband is a small subsampled image by itself where the energy is distributed among all coefficients. Obviously this is not efficient for compression; hence, DCT is considered to change the energy distribution of the LL0 subband. After DCT, the histogram of transform coefficients changes, as seen in Figure 2(b). Energy in this subband accumulates to a very few, very high valued coefficients — note the nonzero density points shown by arrows in Figure 2(b). When these outlier coefficients are ignored, the rest of the coefficients show similar statistics with other subbands — see Figure 2(c). These high-value coefficients, having most of the energy, need to be protected as a part of the header file. Since there only a few of them, the contribution to the header file will be insignificant. These high-valued coefficients will be rounded to a max value before quantization such that the statistics of the resulting LL0 coefficients are similar to those in other subbands. At the reconstruction, the information in the header file is used to reconstruct these high-energy coefficients exactly.

Figure 2. Histogram of (a) 1st subsource; (b) histogram of 1st subsource after DCT transform; (c) zoomed-in version of (b); (d) histogram of 2nd subsource; (e) histogram of 3rd subsource; (f) histogram of 4th subsource; (g) histogram of 5th subsource; (h) histogram of 6th subsource; (i) histogram of 7th subsource.
Instead of using DCT on the LL0 subband, an extra level of DWT might be used for better compression characteristics at the expense of lowered block-length; i.e., smaller $K$ value, which can affect the performance of modern block codes. Differential coding of the coefficients is not considered due to possible error propagation.

Next, the quantizer selection for subsources is explained in Section IV.

IV. Quantizer

The simplest form of quantization employed by JPEG2000 is a dead-zone uniform scalar quantizer. A quantizer is called dead-zone if the center cell width is different than the other cells. The quantizer illustrated in Figure 3 is the quantizer used in JPEG 2000 Part I, where the dead-zone cell’s width is twice that of the other cells for any resolution level. In Figure 3, an embedded dead-zone quantizer is shown for three different resolution levels.

![Figure 3. An embedded dead-zone quantizer with $p = 1,2,3.$](image)

Notice that with dead-zone quantizers, the number of cells at any level $p$ is given by $2^{p+1} - 1$. The cell regions are named by three symbols, $(A,B,C)$, as shown in Figure 4. As seen from Figure 4, quantization indices are described using multiple, consecutive symbol planes.

We denote the quantization function as $Q: \mathbb{R} \to \{A,B,C\}$, where $2^{P+1} - 1$ is the number of quantization regions for the highest level of refinement. The quantization distortion for the $i$-th source component is denoted by $D_{Q,i}(p)$ at a quantization level of $p$.

Let $U^{(i)} = Q(S^{(i)})$ denote the sequence of ternary quantization indices formatted as a $P \times K$ binary array. The $p$-th row of $U^{(i)}$, denoted by $U^{(i)}_{(p,:)}$, is referred to as the $p$-th “symbol plane.” Without loss of generality, we let $U^{(i)}_{(1,:)}$ denote the first symbol plane, and $U^{(i)}_{(2,:)}, \ldots, U^{(i)}_{(P,:)}$ denote the other symbol planes with decreasing order of significance.
We consider the quantizer output \( U^{(i)} \) as a *discrete memoryless source*, with entropy rate \( H^{(i)} = \frac{1}{K} H(U^{(i)}) \) (in bits/source symbol). This assumption is not true for digital images where there is certainly dependency among neighboring coefficients. Actually, JSCC does not make use of memory among neighboring pixels due to this constraining assumption for simplicity. The loss due to memoryless assumption is quantified in Section VI.

Using the chain rule of entropy \([4]\), \( H^{(i)} \) can be decomposed as \( H^{(i)} = \sum_{p=1}^{P} H^{(i)}_p \), where the conditional entropy rates of the symbol planes are denoted by

\[
H^{(i)}_p = \frac{1}{K} H\left(U^{(i)}_{(p,:)}, U^{(i)}_{(1:p-1,:)}\right), \quad p = 1, \ldots, P \tag{5}
\]

Then, the set of R-D points achievable by the concatenation of the embedded scalar quantizer using 0,1,...,\( P \) quantization levels and entropy coder is given by

\[
\left( \sum_{j=1}^{P} H^{(i)}_j, D_{Q,i}(p) \right), \quad p = 0, \ldots, P \tag{6}
\]

where, by definition, \( D_{Q,i}(0) = \sigma_i^2 \). Using time-sharing, any point in the convex hull of the above achievable points is also achievable. Finally, the operational R-D curve \( r_i(d) \) of the scalar quantizer is given by the *lower convex envelope* of the convex hull of the points in Equation (6). It is easy to see that since \( P \) is finite, then \( r_i(d) \) is a piecewise linear function. Therefore, the resulting function \( r_i(d) \) is convex and decreasing on the domain \( D_{Q,i}(P) \leq d \leq \sigma_i^2 \). Figure 5 shows, qualitatively, the typical shape of the functions \( r_i(d) \).

As is seen from Figure 5, it is possible to represent \( r_i(d) \) as the pointwise maximum of a set of lines joining consecutive points in the set Equation (6). Hence, we can write

\[
r_i(d) = \max_{p=1,\ldots,P} \left\{ a_{i,p} d + b_{i,p} \right\} \tag{7}
\]
where the coefficients $a_{i,p}$ and $b_{i,p}$ are obtained from Equation (6) — details are omitted for the sake of brevity. Using Equation (7) into Equation (2), we obtain the operational R-D function of the parallel source as the solution of a linear program. Introducing the auxiliary variables $\gamma_i$, we have

$$\mathcal{R}(D) = \min_{\{d_i\},\{\gamma_i\}} \frac{1}{s} \sum_{i=1}^{s} \gamma_i$$

subject to

$$\frac{1}{s} \sum_{i=1}^{s} v_i d_i \leq D$$

$$D_{Q,i}(p) \leq d_i \leq \sigma_i^2 \quad \forall i, \quad \gamma_i \geq a_{i,p} d_i + b_{i,p} \quad \forall i, p$$

Note that the MWTD problem defined before can be modified to include the case of a given entropy-coded embedded quantization scheme by using Equation (7) and Equation (8) directly into the optimization problems.

**MWTD:**

minimize $$\frac{1}{s} \sum_{i=1}^{s} v_i d_i$$

subject to

$$\frac{1}{s} \sum_{i=1}^{s} \gamma_i \leq b C$$

$$D_{Q,i}(p) \leq d_i \leq \sigma_i^2 \quad \forall i, \quad \gamma_i \geq a_{i,p} d_i + b_{i,p} \quad \forall i, p$$

Note that this a linear program in $\{d_i\}$’s and $\{\gamma_i\}$’s that can be solved by standard optimization tools.

As discussed in Section I, in the proposed JSCC scheme, quantization indices are directly mapped to channel symbols. Hence, each symbol plane consisting of symbols $\{A, B, C\}$ can be separately encoded by the JSCC scheme to a channel codeword, but this requires nonbinary linear code design. Due to the expertise in binary code design, each nonbinary plane is divided into two bit planes; namely, upper and lower bit planes. In our recent work, we considered nonbinary code designs over a Galois field of size 4 in [11].
Let $H_p^{i,u}$ be the conditional entropy of the upper bit plane of the $i^{th}$ symbol plane given previous symbol planes, and let $H_p^{i,l}$ denote the conditional entropy of the lower bit plane given previous symbol planes and also the upper bit plane of the $i^{th}$ symbol plane. Then,

$$H_p^{(i)} = H_p^{i,u} + H_p^{i,l}$$

(10)

For a given embedded scalar quantizer, we let $\pi_i$ denote the number of symbol planes of source component $i$ that must be decoded according to the solution of the MWTD optimization problem. In the case of a separate design, if the output of the entropy coder is encoded with ideal channel codes, $b$ will be given as follows:

$$b = \sum_{i=1}^{s} \sum_{p=1}^{\pi_i} \frac{H_p^{i,u} + H_p^{i,l}}{C}$$

(11)

In Section V, after discussing the details of the linear coding scheme, an expression for $b$ is derived for the JSCC scheme. Then, comparing these two equations, we will be able to define the analogous MWTD problem for the JSCC case.

V. Linear Index Coding

Conventional fixed-to-variable-length entropy coding, such as Huffman or arithmetic coding [4], is catastrophically nonrobust to residual channel errors. In practice, some robustness to mismatch in the channel parameter is desirable.

In order to cope with the mismatched case, several techniques have been proposed to heal the catastrophic effect of entropy coders. For example, a vast literature has dealt with the issue of making entropy coding “robust” to channel errors (see [12,13,14] and references therein). A simple approach along this line consists of partitioning the source block into shorter subblocks, and entropy coding each subblock separately. In this way, if a subblock contains a residual erasure, it is discarded and the missing block is somehow “concealed” in the source reconstruction. Broadly speaking, such an approach is adopted in the “error resilience” tools of JPEG2000 [15,16]. Similarly, ICER, a state-of-the-art image compressor employed by the JPL MER mission, divides an image into segments, as summarized in Section X; more details can be found in [1]. In order to cope with mismatch, we investigate the use of channel-optimized quantization [17,18], also known as “index coding” or “fixed-length index assignment.” The classical literature on channel optimized quantization has focused on ad hoc design and resulted in fixed-length indexing with no particular structure. Because of complexity, this approach is limited to short block-lengths. More recently [3,19], linear coding is proposed in order to efficiently implement fixed-length index assignment. In this way, each quantizer bit plane is directly linearly encoded into a channel codeword. The resulting scheme provides naturally a channel-optimized successive refinement quantization scheme, and therefore it is ideally suited to the problems considered here.

---

2 See [3] for a detailed analysis of the effect of residual channel decoding errors on the end-to-end distortion for quantization followed by arithmetic coding.

3 The channel-optimized codebook and its indexing are given through an exhaustive enumeration of the codewords.
A. Linear Bit-Plane Encoding and Multistage Decoding

We encode each of the $2^r_i$ bit planes for a single symbol plane separately using the linear coding. The upper bit plane $U_{(p,i)}$ for $p \leq \pi_i$, are mapped into codewords $X_{(p,i)} = U_{(p,i)} G_{p,i,u}$, where $G_{p,i,u}$ denotes the $K \times n_{p,i,u}$ generator matrix of a suitable linear code and similar mapping is also applied to lower bit planes. This linear code is actually obtained by using a linear, systematic channel code. More details on this can be found in [3].

The coding rate $K/n_{p,i,u}$ is chosen such that

$$KH_{p,i}^{(i,a)} = n_{p,i,u} C(1 + \theta_{p,i,u})$$

(12)

where $\theta_{p,i,u}$ denotes the coding “overhead” for the $p$-th bit plane of the $i$-th source. The overhead definition is analogous to the overhead defined for channel coding in [20].

For the time being, we consider the coefficients $\theta_{p,i,u}$ to be given and greater than zero. They measure the suboptimality of the code with respect to ideal performance, which is $K/n_{p,i,u} = H_{p,i}^{(i,a)}/C$. In general, the coding rate overhead at each bit plane must be allocated such that each stage of the multistage BP decoder works with enough reliability in order to 1) provide reliable hard decisions in order to avoid error propagation in the multistage decoder; and 2) achieve output distortion close enough to the designed quantization distortion. Their calculation is discussed in Section VII.

The overall channel-encoded block is formed by the concatenation of all codewords $\{X_{(p,i)}\}$ and $\{X_{(p,i)}\}$ for $p = 1, \ldots, P$ and $i = 1, \ldots, s$, where it is understood that if some bit plane is encoded with zero bits, the corresponding codeword is not present. The total source-channel encoder output length is given by

$$N = \sum_{i=1}^{s} \sum_{p=1}^{P} n_{p,i,u} + n_{p,i,l}$$

(13)

Then,

$$b = \sum_{i=1}^{s} \sum_{p=1}^{P} H_{p,i}^{(i,a)} \left(1 + \theta_{p,i,u}\right) + H_{p,i}^{(i,l)} \left(1 + \theta_{p,i,l}\right) \frac{C}{C}$$

(14)

Note that the value of $b$ in the case of the proposed JSCC scheme in Equation (14) is equal to the value of $b$ in the case of a separate scheme with an ideal channel code, and operational R-D curve pairs given by $\left(\sum_{j=1}^{P} H_{j,i}^{(j,a)} \left(1 + \theta_{p,i,u}\right) + H_{j,i}^{(j,l)} \left(1 + \theta_{p,j,i}\right), D_{Q,i}(p)\right)$ using Equation (11). Then it follows that the MWTD problem defined in Section II for a separate scheme with ideal channel code and modified operational rate-distortion curves is formally identical to the MWTD problem that can be defined for the JSCC scheme.

In Section VI, the MWTD problem setup is first used to determine the pure compression performance of the JSCC scheme. Then, in Section X, we provide results with noisy channels.

B. Multistage Decoding

As discussed earlier, the bit planes are encoded separately. On the other hand, the decoding of bit planes is done sequentially using previously decoded planes. Hence, this is a multi-
stage decoder. For example, in order to decode the \((p,i,u)\)-th bit plane, the decoder must use the conditional a priori probability \(P(U_{(p,i,u)}^{(i-1,:)})\) of the \(p\)-th symbol plane, given the realization of the symbol planes \(1,\ldots,p-1\). Note that for the \((p,i,l)\)-th bit plane, conditioning will be also done given the \((p,i,u)\) bit plane. For simplicity, below we consider only the upper bit plane. This probability mass function (pmf) determines the conditional entropy \(H_{(p,i,u)}^{(i)}\) in Equation (5) and collects the a priori information needed by the \((p,i,u)\)-th decoder in order to decode the corresponding plane symbols. Letting \(Y_{(p,i)}^{(i,u)}\) denote the channel output received corresponding to the transmission of \(X_{(p,i)}^{(i,u)}\), a multistage decoder based on the maximum a posteriori probability (MAP) principle decodes the bit planes in sequence, according to the rule

\[
\hat{U}_{(p,i)}^{(i,u)} = \arg \max_{u \in \{0,1\}^K} \mathbb{P}(uG_p | Y_{(p,i)}^{(i,u)}, \hat{U}_{(1:i-1)}^{(i-1,u)}, \hat{U}_{(p-1,:)})
\]

for \(p = 1,\ldots,n\). Each \(p\)-th decoding stage makes use of the hard decisions \(\hat{U}_{(1:i-1)}^{(i-1,u)}, \hat{U}_{(p-1,:)}\) made at previous stages \(1,\ldots,p-1\) [21]. For modern sparse-graph codes, the MAP rule Equation (15) would be computationally too complex. Instead, the low-complexity iterative BP algorithm is used at each stage of the multistage decoder [22]. The multistage BP decoder needs the knowledge of the conditional bit plane pmfs for each source component. For digital images, this must be estimated from the sequence of quantized DWT coefficients. In conventional source coding schemes (e.g., JPEG2000), these probabilities are implicitly estimated by using sequential probability estimators [23] implemented together with the bit plane context model and arithmetic coding. For the a priori information calculation, we basically count symbols.

**VI. Pure Compression**

Lossless data compression (or “entropy coding”) of general discrete sources can be achieved by linear coding [24,19]. This, combined with the well-known fact that linear coding achieves the capacity of symmetric channels [25], suggests a channel-optimized quantization scheme [17,18] based on linear coding of the quantization indices [19]. As discussed in [3], the proposed JSCC scheme can approach the Shannon separation limit \(H/C\) for sending a discrete memoryless source with entropy \(H\) over a symmetric channel with capacity \(C\). Then, for the case of the pure compression scenario, the limiting performance of the proposed scheme can be found by setting \(C = 1\) and \(\theta_{p,i,u} = \theta_{p,i,l} = 0\) \(\forall p,i\) in the MWTD optimization problem, as described in Equation (9).

Figure 6 shows the pure compression curve of the MER1 image.\(^4\) In this pure compression curve, we aim to compare the proposed coding scheme by the JPEG2000-based image coding techniques, or ICER in the case of MER images. Although here we report the result for a single source, similar results are obtained for other MER images. This figure is obtained by solving the MWTD optimization problem for \(C = 1\) for different values of \(b\). As expected, ICER performance over simple scalar quantization is better, especially at low rates due to memoryless assumption. Although ICER does not use the same DWT with JSCC, when the same MER image is compressed using an implementation of JPEG2000 [26] with the same

---

\(^4\) The MER1 image corresponds to 1F178787358EFF5927P1219L0M1.pgm of the MER mission.
DWT as JSCC, a very similar pure compression curve with respect to that of ICER is obtained. Hence, we explain the gap by the fact that the scalar quantization approach treats the transform coefficients in each source component block as being independently and identically distributed (i.i.d.), while ICER exploits the residual memory among the DWT coefficients thanks to its context mechanism, which accurately models the residual memory in the sequence of quantized DWT coefficients [1].

**VII. Channel Code**

As discussed in [3], the linear encoding of a bit plane is done using a systematic linear channel code encoder. Assume that for a block-length of $K$ bits, $K + n$ channel symbols are created. Then the rate of this code is $r_c = K/(K + n)$. For a bit plane with entropy $H$ over a channel with capacity $C$, the overhead $\theta$ is related to $r_c$ using Equation (16):

$$\theta = \frac{C}{H} \left( \frac{1}{r_c} - 1 \right) - 1$$  \hspace{1cm} (16)

In this work, two different types of channel codes are considered: a low-density parity-check (LDPC) code family obtained by puncturing 1/3 rate LDPC code, which is based on a protograph design shown in Figure 7, and a binary Raptor code used previously in [3].

Rate allocation to different bit planes for a given set of overheads was previously cast as a simple linear program in Section V.A. In this section, we investigate how to obtain the overhead values. Overhead value can possibly depend on the channel condition, SNR $\triangleq 10 \log_{10} E_x / \sigma^2$, plane number, and plane entropy. Note that even for two bit planes with the same entropy, their distribution could be quite different. Later, our experiments
will show that bit planes with the same entropy have the same overhead value for a given channel condition. This observation provides a universal decision rule for overheads. Without this observation, JSCC would need to determine overhead for every possible plane distribution, which is obviously not feasible.

First, without making use of the above observation, for a single image the overhead values are obtained by both Monte Carlo simulations and extrinsic information transfer (EXIT) chart analysis (described in more detail next) for every bit plane. Using Equation (16), we can see that for a given channel and bit plane, there is a one-to-one relationship between $\theta$ value and chosen code rate value. Hence, in the following we pose the problem as finding the right code rate value for each bit plane for a given channel condition. Similar to the $\theta$ definition in Section V.A, the right code rate for the bit plane is the code rate at which the BER of the bit block is small enough to avoid error propagation and to avoid large divergence from quantization distortion values.

For a fixed channel condition, the highest rate code satisfying small enough error probability for the chosen bit plane is selected as the corresponding code rate. We have found these code rates for different bit planes both in infinite case and finite case using EXIT chart analysis and Monte Carlo simulations, respectively.

Next, we explain how we have run EXIT charts for the JSCC scheme based on protograph code design and compare the finite and infinite block-length performances in Section VIII. In Section X, we explain in detail the binary Raptor code design we selected.
VIII. Protograph-Based LDPC Codes

A. Infinite-Length Case: EXIT Chart Analysis

It has been shown in [3] that there exists a one-to-one mapping of the messages of the BP decoder for the JSCC problem and the messages of the BP decoder for a two-channel problem as described in [3]. This means that the source-channel BP decoding can be analyzed, for example, by using the EXIT chart method, by considering the associated “virtual” channel, where the all-zero codeword from the associated systematic code is transmitted partly on a binary additive noise channel with noise realization identical to the source realization of the source-channel problem and partly on the AWGN channel.

The standard analysis tool for graph-based codes under BP iterative decoding, in the limit of infinite block-length, is density evolution (DE) [27,28]. DE is typically computationally heavy, and numerically not very well conditioned. A much simpler approximation of DE consists of the so-called EXIT chart, which corresponds to DE by imposing the restriction that message densities are of some particular form. In particular, the EXIT with Gaussian approximation (GA) assumes that at every iteration the BP message distribution is Gaussian having a particular symmetry condition, which imposes that the variance is equal to 2 times the mean [29]. At this point, densities are uniquely identified by a single parameter, and the approximate DE tracks the evolution of this single parameter across the decoding rounds.

In particular, the EXIT chart tracks the mutual information between the message on a random edge of the graph and the associated binary variable node connected to the edge. By the isomorphism proved in [3], the JSCC scheme and the “two-channel” scheme have identical BER performance. For the sake of completeness, in this section we apply the EXIT chart analysis to the “two-channel” case. The resulting EXIT chart applies directly to the JSCC EXIT chart for a binary source.

Let \( N_c \) denote the number of checknodes, while \( N_v \) denotes the number of variable nodes. Different than a random ensemble, a base protograph can have parallel edges between a parity and a checknode [30]. Let \( \eta_{ij} \) denote the number of parallel edges between the \( j \)th variable and \( i \)th checknode. EXIT charts can be seen as a multidimensional dynamic system. We are interested in studying the fixed points and the trajectories of this system. As such, an EXIT chart on the base protograph has the following state variables:

- \( X_{ij} \) — Mutual information between a message sent along the \((i \rightarrow j)\) edge (i.e., \(i\)th check, \(j\)th variable) and the \(j\)th variable node symbol.
- \( Y_{ij} \) — Mutual information between a message sent along the \((i \rightarrow j)\) edge (i.e., \(i\)th check, \(j\)th variable) and the \(j\)th variable node symbol.
- \( C_j \) — Mutual information between the \(j\)th variable node and the corresponding log likelihood ratio (LLR) at the channel output (channel capacity of the \(j\)th variable node). Note that if a node is punctured, \( C_j = 0 \).

We consider the class of EXIT functions that make use of Gaussian approximation of the BP messages. Imposing the symmetry condition and Gaussianity, the conditional distribution
of each message $\mathcal{L}$ in the direction from a variable to checknode is Gaussian $\sim N(\mu, 2\mu)$ for some value $\mu \in \mathbb{R}_+$. Hence, letting $V$ denote the corresponding bit node variable, we have

$$I(V; \mathcal{L}) = 1 - \mathbb{E} \left[ \log_2 (1 + e^{-\mathcal{L}}) \right] \equiv J(\mu)$$

where $\mathcal{L} \sim N(\mu, 2\mu)$.

In BP, the message on edge $(i \rightarrow j)$ is the sum of all messages incoming to $i$ on all other edges. The sum of Gaussian random variables is also Gaussian, and its mean is the sum of the means of the incoming messages. As far as checknodes are concerned, we use the well-known quasi-duality approximation and replace checknodes with bit nodes by changing mutual information into entropy (i.e., replacing $x$ by $1 - x$). Then iterative equations are as follows:

$$X_{ij} = J \left( \sum_{s \neq j} \eta_{ij} J^{-1}(Y_{ij}) + (\eta_{ij} - 1) J^{-1}(Y_{ij}) + J^{-1}(C_j) \right)$$

$$Y_{ij} = 1 - J \left( \sum_{s \neq j} \eta_{si} J^{-1}(1 - X_{is}) + (\eta_{ij} - 1) J^{-1}(1 - X_{ij}) \right)$$

Decision step:

$$\mu_j = \sum_s \eta_{sj} J^{-1}(Y_{sj}) + J^{-1}(C_s)$$

$$P_j = Q \left( \frac{\mu_j}{\sqrt{2}} \right)$$

Figure 8 shows the notation used to describe the protograph.

![Figure 8. Notation used to describe the protograph.](image)

**B. EXIT Charts for Two-Channel Model**

For variable nodes that are systematic, the channel is not stationary. As explained in [3], the systematic nodes correspond to virtual channels, which can be described by the source model.
Since a dead-zone quantizer divides cell regions into two or three subcell regions, we have three symbols named as $A, B, C$, where $B$ denotes the dead-zone region and $A$ denotes the left subcell, while $C$ denotes the right subcell, as shown in Figure 3. Between the set of $(A, B, C)$ and all possible two-bit pairs $(00, 01, 10, 11)$, we need to find an assignment $\Phi(A) \neq \Phi(B) \neq \Phi(C) \in \{00, 01, 10, 11\}$. There are $4 \times 3 \times 2 = 24$ possible assignments. From these, we chose $\Phi(A) = 10, \Phi(B) = 00, \Phi(C) = 01$, which results in balanced entropies for two bit planes for the first layer, as will be seen later. By the construction of the dead-zone quantizers $P_B|f_A = P_B|f_C = 0$, where $P_{U_{m+1}|U^m}$ denotes the probability of being $U_{m+1}$ conditioned on previous symbols $U^m = U_1, U_2, \ldots, U_m$.

Next, we investigate the distributions of bit plane pairs for each symbol plane starting with the first symbol plane. The following convention is used for the order of bit planes: Symbol $A$ corresponds to 10, which means that upper bit is 1 and the lower bit is 0. The probability of being zero for the upper bit plane of the first symbol plane $P_0$ is equal to $P_B + P_C$. Hence, this bit plane’s virtual channel model is a BSC($\delta$) with $\delta = 1 - P_B - P_C$, where $\delta$ is the BER of the BSC. For the second bit plane, if conditioned on being 1 for the upper bit plane, the second bit will be 0 with probability 1. On the other hand, if conditioned on being 0 for the upper bit plane, the probability of being 0 for the second bit is $P_B P_C$. Then for the second bit plane of the first symbol plane, we observe the following compound channel: With probability $P_B + P_C$, we have a noiseless channel, i.e., infinite LLR; with probability $1 - (P_B + P_C)$, we have a BSC($\frac{P_B}{P_B + P_C}$).

Now consider the upper bit plane of the second symbol plane:

$$P_{0|A} = P_{C|A}, \quad \text{Probability of being 0 conditioned on previous symbol } A \quad (21)$$
$$P_{0|C} = P_{C|C}, \quad \text{Probability of being 0 conditioned on previous symbol } C \quad (22)$$
$$P_{0|B} = P_{A|B}, \quad \text{Probability of being 0 conditioned on previous symbol } B \quad (23)$$

These quantities can be calculated empirically using symbol counts.

Hence, this bit plane corresponds to a compound channel, where with probability $P_A$, the virtual channel is BSC($1 - P_{C|A}$); with probability $P_B$, it is BSC($P_{A|B}$); and with probability $P_C$, it is BSC($1 - P_{C|C}$). Let us consider the lower bit plane of the second symbol plane.

$$P_{00|A} = 0, \quad \text{Probability of being 0 conditioned on previous symbol } A \text{ and previous bit equal to 0}$$
$$P_{01|A} = 1, \quad \text{Probability of being 0 conditioned on previous symbol } A \text{ and previous bit equal to 1}$$
$$P_{00|B} = P_{B|B}, \quad \text{Probability of being 0 conditioned on previous symbol } B \text{ and previous bit equal to 0}$$
$$P_{01|B} = 1, \quad \text{Probability of being 0 conditioned on previous symbol } B \text{ and previous bit equal to 1}$$
$$P_{00|C} = 0, \quad \text{Probability of being 0 conditioned on previous symbol } C \text{ and previous bit equal to 0}$$
$$P_{01|C} = 1, \quad \text{Probability of being 0 conditioned on previous symbol } C \text{ and previous bit equal to 1}$$

Then, the second bit plane corresponds to a channel where there is no noise, infinite LLR, in all of the cases except the $P_{00|B}$ case. Similar equations can be written for other bit planes. In short, every bit plane’s virtual channel model can be modeled as a compound of BSC channels. The number of these channels and their probabilities depend on the previous symbol and bit planes. Below we derive EXIT chart equations for a general bit plane without explicitly writing the plane number or upper/lower selection to simplify notation.
Let $M$ denote the maximum number of BSC channels that a bit plane’s virtual compound channel can be modeled with. Then, for a variable node $j$, let $C_j^{(c)}$, $c \in \{1, \ldots, M\}$ denote different possible capacity values with probabilities $\epsilon_j^{(c)}$.

Note that for nonsystematic nodes, although we have a single, common capacity value, we can set $C_j = C_j^{(1)} = \ldots = C_j^{(M)}$ and $\epsilon_j^{(c)} = 1/M$. Hence, every variable node has $M$ possible channel capacities.

Note that due to the structure of the JSCC problem, all of the nonsystematic nodes have the same channel capacity value. Similarly, all of the systematic nodes have the same channel capacity and probability values from the viewpoint of EXIT chart calculations.

Then the EXIT equations are updated as follows:

$$X_{ij} = \sum_{c=1}^{M} \epsilon_j^{(c)} \left[ \sum_{j \neq i} \eta_{ij} J^{-1}(Y_{ij}) + (\eta_{ij} - 1)J^{-1}(Y_{ij}) + J^{-1}\left(C_j^{(c)}\right) \right]$$

$$Y_{ij} = 1 - J\left[ \sum_{j \neq i} \eta_{ij} J^{-1}(1 - X_{ij}) + (\eta_{ij} - 1)J^{-1}(1 - X_{ij}) \right]$$

Decision step:

$$\mu_j = J^{-1}\left[ \sum_{c=1}^{M} \epsilon_j^{(c)} \left( \sum_{j} \eta_{ij} J^{-1}(Y_{ij}) + J^{-1}(C_j^{(c)}) \right) \right]$$

$$P_j = Q\left( \sqrt{\frac{\mu_j}{2}} \right)$$

Despite lengthy computations, for a single image, EXIT chart analysis has been run for all of the bit planes necessary for a construction PSNR5 of 49 dB. This means the following: For a fixed bit plane, for every code rate (i.e., member of the protograph family), we run EXIT chart analysis to find the threshold $EN$ value that gives very low error probability. Then, for a given $EN$ value, we can decide which code rate to use by looking at these tables. In Figure 9, for $EN = 3$ dB, code rate and bit plane entropy pairs are plotted, one pair for each bit plane. To be more specific, in Figure 9, we have included pairs corresponding to upper bit planes for the first four symbol planes. Figure 10 is a lower bit plane version of Figure 9. The upper bit planes corresponding to $5^{th}, 6^{th}, 7^{th}$ symbol planes have large entropies such that it is more efficient to code these high-entropy bit planes using a direct channel coding; hence, they are not included in Figure 9. By this figure, we see that in the infinite block-length case, the code rate decision can be made by only using entropy information: it does not depend on the plane number. This makes our coding scheme universal in code rate selection or overhead selection. Two bit planes with the same entropy can have very different compound channel models, but a code that works for one of them works for the other one as well. Hence, if two bit planes have the same entropy $H$, we do not need to run EXIT chart analysis for both of them. Therefore, instead of running an EXIT chart with complicated compound channel models, we can consider a single stationary BSC channel model whose channel capacity is equal to $1 - H$. We have indeed obtained the same stepwise plot when we have run EXIT chart analysis using a stationary BSC approach using the same x-axis (entropy) grid.

---

5 PSNR = \(10 \log_{10} \frac{2^{i-1}}{D}\) where $i = 12$ since for the MER mission each pixel is a 12-bit value in the original image.
Figure 9. EXIT, upper bit planes.

Figure 10. Lower bit plane version of Figure 9.
C. Finite Length

For each $p$-th bit plane of the $i$-th source component, the overhead $\theta_{p,i,u}$ is optimized as follows: The multistage decoder is initialized by the perfect knowledge of the symbol planes from $1, \ldots, p-1$. Then, a Monte Carlo simulation of the BP decoder is run with this information for coding block-length $n_{p,i,u} = (1 + \theta_{p,i,u})KH_{p,i,u}/C$, for increasing values of $\theta_{p,i,u} \geq 0$, which corresponds to decreasing values of code rates from the given LDPC code family. We stop increasing the overhead factor when the target $p$-th level distortion $D_{Q,i}(p)$ is reached and when the residual post-decoding erasure rate is sufficiently close to zero. The resulting value of $\theta_{p,i,u}$ yields the required overhead for the upper bit plane. Lower bit plane overhead can be obtained similarly. This optimization is performed off-line.

Obviously, this Monte Carlo simulation will become very costly if we need to do this for every bit plane configuration. Inspired by the staircase (universality) result of the EXIT chart analysis, we have run Monte Carlo simulations only for the stationary BSC model for a wide range of channel capacities. Then, by simulations, we have indeed verified that the code rates selected for the stationary BSC model also work for any compound channel model suggested by a specific bit plane as long as their capacity and entropy values match in the sense of $C = 1 - H$.

IX. Binary Raptor Codes

Similar to the approach followed for protograph LDPC codes, we could run EXIT chart analysis or do finite-length simulations for every bit plane using their specific compound channel model. Instead, we worked with a stationary BSC model for a wide range of channel capacities. Then we have verified that the code rates selected only according to the entropy using a stationary BSC model are also good codes for the corresponding bit plane with nonstationary distribution.

For this work, we used the Raptor codes used in [3]. To be specific, we considered Raptor codes with the “LT” degree distribution [31].

$$\Omega(x) = 0.008x + 0.494x^2 + 0.166x^3 + 0.073x^4 + 0.083x^5 + 0.056x^8 + 0.037x^9 + 0.056x^{19} + 0.025x^{65} + 0.003x^{66}$$ \hspace{1cm} (27)

As outer code, we used a regular high-rate LDPC code with degrees (2,100) and rate 0.98.

EXIT chart analysis for the JSCC scheme using Raptor codes was first done in [3]. For the sake of completeness, we include the derivations of [3] below.

Finite-length performance using binary Raptor codes is obtained similar to Section VIII.B; hence, we directly provide simulation results in Section X for the finite-length case without any need for further explanation.

For the graph induced by the Raptor (LT) distribution, we define the input nodes (also called information bitnodes), the output nodes (also called coded bitnodes) and the check-
nodes. For LDPC codes, we define just the bitnodes and the checknodes, since any set of bitnodes that form an information set can be taken as information bitnodes (see Figure 11).

We shall denote by $x$ and $y$ the state variables of the LT EXIT chart, and by $X$ and $Y$ the corresponding state variables for the LDPC EXIT chart.

We use the following notation:

- $x_i$ denotes the mutual information between a message sent along an edge $(v, o)$ with “left-degree” $i$ and the symbol corresponding to the bitnode $v$, and $x$ denotes the average of $x_i$ over all edges $(v, o)$.

- $y_j$ denotes the mutual information between a message sent along an edge $(o, v)$ with “right-degree” $j$ and the symbol corresponding to the bitnode $v$, and $y$ denotes the average of $y_j$ over all edges $(o, v)$.

- $X_i$ denotes the mutual information between a message sent along an edge $(v, c)$ with “left-degree” $i$ and the symbol corresponding to the bitnode $v$, and $X$ denotes the average of $X_i$ over all edges $(v, c)$.

- $Y_j$ denotes the mutual information between a message sent along an edge $(c, v)$ with “right-degree” $j$ and the symbol corresponding to the bitnode $v$, and $Y$ denotes the average of $Y_i$ over all edges $(c, v)$.

- For an LDPC code, we let $\lambda(x) = \sum_i \lambda_i x^{i-1}$ and $\rho(x) = \sum_j \rho_j x^{j-1}$ denote the generating functions of the edge-centric left and right degree distributions, and we let

$$
\sum_i \Delta_i x^i = \frac{\int_0^x \lambda(u) du}{\int_0^1 \lambda(u) du}
$$

\footnote{Following standard parlance of LDPC codes, we refer to the degree of the bitnode connected to an edge as the left degree of that edge, and to the degree of the checknode connected to an edge as the right degree of that edge.}
denote the bit-centric left degree distribution.

• For an LT code, we let $t(x) = \sum_i t_i x^{i-1}$ denote the edge-centric degree distribution of the input nodes, and we let $\omega(x) = \sum_j \omega_j x^{j-1}$ denote the edge-centric degree distribution of the “output nodes” or, equivalently, the edge-centric degree distribution of the checknodes. The node-centric degree distribution of the checknodes is given by

$$\Omega(x) = \sum_i \Omega_i x^i = \int_0^\infty \frac{\omega(u) du}{\int_0^1 \omega(u) du}$$

• For the concatenation of the LT code with the LDPC code, we also have the node-centric degree distribution of the LT input nodes. This is given by

$$g(x) = \sum_i g_i x^i = \int_0^\infty \frac{t(u) du}{\int_0^1 t(u) du}$$

Similar to Section VIII.A, we make use of Gaussian assumption to derive

$$x_i = J((i - 1)J^{-1}(y) + J^{-1}(C))$$

where $C$ is the mutual information (capacity) between the bitnode variable and the corresponding LLR at the (binary-input symmetric output) channel output. In the Raptor case, the bitnodes correspond to variables that are observed through a virtual channel by the LDPC decoder. Averaging with respect to the edge degree distribution, we have

$$x = \sum_i t_i J((i - 1)J^{-1}(y) + J^{-1}(C))$$

Then, using quasi-duality approximation for checknodes, we write

$$y_j = 1 - J((j - 1)J^{-1}(1 - x) + J^{-1}(1 - C))$$

Let us consider now the “two-channel” scenario induced by the JSCC isomorphism. Let $K$ denote the number of source bits, and $n$ denote the number of parity bits. In the corresponding LT code, we have $K + n$ output nodes. The first $K$ output nodes are “observed” through a channel with capacity $1 - H$ (i.e., the channel corresponds to the source statistics), while the second $n$ output nodes are observed through the actual transmission channel, with capacity $C$.

This channel feature is taken into account by an outer expectation in the EXIT functions. Therefore, the LT EXIT chart can be written in terms of the state equations as following

$$x = \sum_k \sum_i A_{ki} J((i - 1)J^{-1}(y) + J^{-1}(1 - x))$$

$$= \sum_k \sum_i A_{ki} J((i - 1)J^{-1}(y) + kJ^{-1}(Y))$$

where $K/(K + n) = \beta$ and $n/(K + n) = 1 - \beta$, and
\[ y = 1 - \sum_{j} \omega_j \left[ \beta J((j-1)J^{-1}(1-x) + J^{-1}(H)) + (1 - \beta) J((j-1)J^{-1}(1-x) + J^{-1}(1-C)) \right] \]

(29)

where \( \downarrow c_k \) is the mutual information input by the LDPC graph into the LT code graph via the node \( v \) of degrees \((i,k)\) as explained in the following.

Equation (29) follows from the fact that a random edge \((o,v)\) is connected with probability \( \beta \) to a source bit (i.e., to the channel with capacity \( 1 - H \)), while with probability \( 1 - \beta \) to a parity bit (i.e., to the channel with capacity \( C \)).

Consider an LDPC bitnode \( v \) that coincides with an input node of the LT code. The degree of this node with respect to the LDPC graph is \( k \), while the degree of \( v \) with respect to the LT graph is \( i \). For a randomly generated graph, and a random choice of \( v \), \( k \) and \( i \) are independent random variables, with joint distribution given by

\[ \Pi_{i,k} = \mathbb{Z}_i \Lambda_k \]

The mutual information input by the LT graph into the LDPC graph via the node \( v \) of degrees \((i,k)\) is given by

\[ \downarrow c_i = J(iJ^{-1}(y)) \]

Therefore, the LDPC EXIT chart can be written in terms of the state equations

\[ X = \sum_{k} \sum_{i} \lambda_k \mathbb{Z}_i J((k-1)J^{-1}(y) + J^{-1}(\downarrow c_i)) \]
\[ = \sum_{k} \sum_{i} \lambda_k \mathbb{Z}_i J((k-1)J^{-1}(y) + iJ^{-1}(y)) \]

(30)

and

\[ Y = 1 - \sum_{i} \rho_J ((i-1)J^{-1}(1-x)) \]

(31)

The mutual information input by the LDPC graph into the LT graph via the node \( v \) of degrees \((i,k)\) is given by

\[ \downarrow c_k = J(kJ^{-1}(Y)) \]

Equations (30), (31), (28), and (29) form the state equations of the global EXIT chart of the concatenated LT–LDPC graph, where the state variables are \( x, y, X, Y \), while the parameters are \( H, C, \) and \( \beta \), and the degree sequences \( \omega, i, \rho, \) and \( \lambda \).

Finally, in order to get the reconstruction distortion, we need to obtain the conditional probability density function (pdf) of the LLR’s output by BP for the source bits. Under the Gaussian approximation, the LLR is Gaussian. Let \( \mu_j \) denote the mean of the LLR of a source bitnode corrected to a checknode of degree \( j \), given by

\[ \mu_j = J^{-1}(1 - J(jJ^{-1}(1-x))) + J^{-1}(1 - H) \]
Then, we approximate the average BER of the source bits as

$$P_b = \sum_j \Omega_j Q\left(\sqrt{\frac{H_j}{2}}\right)$$

(32)

**X. Results**

In this section, we present in some detail the deep-space image transmission scheme currently employed by the MER mission. This scheme, which represents the benchmark for comparison to the JSCC scheme presented in this article, is based on a separated approach including ICER [1] and state-of-the-art channel codes for deep-space transmission.

ICER is a progressive, wavelet-based image data compressor based on the same principles as JPEG2000, including a DWT, quantization, segmentation, and entropy coding of the blocks of quantization indices with arithmetic coding and an adaptive probability model estimator based on context models. These blocks have differences with respect to their counterparts in JPEG2000 to handle properties of deep-space communication (details can be found in [1]).

ICER partitions an image into segments to increase robustness against channel errors. A segment “loosely” corresponds to a rectangular region of the image. Each image segment is compressed independently by ICER so that a decoding error due to data loss affecting one segment has no impact on decoding of the other segments. The encoded bits corresponding to all the segments are concatenated. The mapping of segments to variable-length packets (and to fixed-length frames) is handled outside of ICER according to the Consultative Committee for Space Data Systems (CCSDS) packet telemetry standard [1,32]. For the PSNR values and number of segments we work with, a segment almost always corresponds to a single packet. Hence, in the following, we skip packetization but directly work with segments and frames.\(^7\) The encoded bits of segments are divided into fixed-length frames that are individually channel encoded with a fixed channel code rate \(R_c \in \mathcal{R}_c\), where \(\mathcal{R}_c\) denotes a finite set of possible coding rates. The channel coding rate is chosen according to the channel SNR. \(R_c\) can be chosen from a set of different code rates \(\mathcal{R}_c\) according to channel conditions.

A segment is generally divided into several frames. Data losses occur at the frame level. A whole segment is discarded even if a single frame corresponding to that segment is lost. When a frame loss occurs, it typically affects a single segment, but it could affect two segments if the lost frame straddled the boundary between two segments. If a fixed PSNR value is targeted, the discarded segments must be retransmitted. Note that the delay and the cost of retransmission and feedback is significant when deep-space image transmission is considered. In contrast, for the proposed JSCC we do not consider any retransmission.

In order to compare the performance of the proposed JSCC scheme with that of the baseline scheme, we consider an experiment where a target PSNR is fixed. For both schemes, the

\(^7\) A MER image is 1024 \times 1024 pixels. This corresponds to \(2^{17}\) bytes at a compression ratio of 1 bpp in order to reach PSNR \(-49 \text{ dB}\). Packet length is \(2^{16}\) bytes. Then, for the PSNR values we are interested in, it’s almost always going to be a single packet per segment, provided that 2 or more segments are used for an image. We have used 32 segments for an image as it gave the best performance for the separated approach.
bandwidth expansion factor $b$ for the fixed target PSNR depends on the particular image and on the channel SNR. For a given set of test images, we compare the two schemes in terms of $b$ versus SNR, for the fixed target PSNR.

As explained above, when a frame is lost, the whole segment is retransmitted. Frame-error rate (FER) is assumed to be fixed during the entire transmission process. Then the number of transmissions necessary for a segment is a geometric random variable with success probability depending only on the FER and the number of frames corresponding to the segment’s data, denoted by $F$. Therefore, the expected number of transmissions for a segment is given by

$$Z = (1 - FER)^F$$

The number of frames spanning each segment is not constant, in general, and some frame may straddle across two segments; hence, this analysis is not exact. Nevertheless, we can find tight upper and lower bounds to the average number of channel uses necessary to achieve the target PSNR, for given channel SNR and chosen coding rate $R_c$.

For a given SNR value, the baseline scheme chooses a code from standard JPL codes. For a well-matched SNR and rate pair, the FER is very low such that the expected number of retransmissions is insignificant. Then $b$ is very close to the “one-shot” transmission value; i.e., $B/(R_c)$, where $B$ is the total number of ICER-encoded bits for the image at the given target PSNR.

For a given code rate, as the SNR increases beyond the matched point, $b$ will stay fixed, since retransmissions are getting more and more insignificant. On the other hand, when the SNR is lower than the matched point, the FER increases significantly and retransmissions become significant. In this case, $b$ rapidly increases and becomes much larger than its minimum value $B/(R_c)$. If the SNR is very low with respect to a given channel code, then it might be more advantageous to switch to a lower-rate code.

For the example considered in this article, the target PSNR is 49 dB and the image used is MER1.pgm of Section VI.

- The (+)-curve corresponds to considering ideal capacity-achieving codes for each plane in the JSCC scheme. For the range of PSNR values relevant to the MER mission, the pure compression rate (source coding only) for the scheme considered here and ICER are essentially identical (see Figure 6). Then, if ideal codes are assumed for both JSCC and the baseline scheme, the bandwidth efficiency of both schemes is the same. Hence, the (+)-curve represents the best possible performance for both schemes, assuming ideal capacity-achieving channel codes.

- Very tight upper and lower performance limits (actually overlapping, as seen in Figure 12) for the baseline scheme are shown by a combination of four knee-shaped curves, each of which corresponds to one of the codes whose FER performance is shown in Figure 13) (see [33,34] for details). The separated scheme requires several retransmissions of some blocks in the regimes of SNR for which the FER of the selected code is significant. If for some reason (e.g., atmospheric propagation phenomena) the channel SNR worsens,
Figure 12. $b$ versus SNR trade-off for various cases.

Figure 13. Frame-error rate versus $E_b/N_0$ curves for block length 16 K ($N_0/2 = \sigma^2$).
eventually the separated scheme must decrease the coding rate and jump to the next available lower-rate code. Hence, the baseline scheme’s performance is given as the lower envelope of these four curves indicated as “Retransmissions at Segment Level”; $R_c$ value corresponding to each curve is also shown in Figure 12.

- Although an entire segment is retransmitted due to a single frame loss according to current deep-space image transmission standards [1,32], this is obviously very inefficient. A more efficient system would use ICER with retransmission at the frame level; in other words, sending only lost frames, not the entire segment. Again using the expectation of geometric random variable (with success rate $1 - F_E R$ for each frame), the average number of transmissions can be exactly calculated. These curves are indicated as “Retransmissions at Frame Level” in Figure 12.

- The $(\times)$-curve is the result of EXIT calculations for protograph LDPC codes, while the $(+)$-curve is the finite-length results of the same codes.

- The curve with $\square$ is plotted assuming we have capacity-achieving codes but not at all rates in a continuous rate range (rather at discrete rate points given by the LDPC protograph code family we use; hence, available rates are $16/17,...,16/48$). The difference between the $\times$-curve and the $\square$-curve shows us how much we lose due to a discrete set of channel code rates.

- The $(\neg)$-curve is the result of EXIT calculations for binary Raptor codes when the LDPC code described in Section IX is used with the LT degree distribution in Equation (27). Shokrollahi reported this degree distribution in [20] to be used for erasure channels. The $(\neg \neg)$-curve corresponds to finite-length simulations of the same degree distribution.

**XI. Conclusions and Future Work**

For finite block-length, the separated scheme requires several retransmissions of some blocks in the regimes of SNR for which the FER of selected code is non-negligible. If, for some reason (e.g., atmospheric propagation phenomena), the channel SNR worsens, eventually the separated scheme must decrease the coding rate and jump to the next available lower-rate code.

From Figure 12, we observe that the performance of the JSCC scheme assuming capacity-achieving codes for a continuum of rate values ($\times$-line) is very promising; i.e., the $b$ value required for any channel condition is less than of the ICER and channel code concatenation. Besides, JSCC provides a smooth trade-off curve between $b$ and channel SNR, unlike the “knee”-shaped curves of the separated scheme.

On the other hand, currently the best finite-length performance of JSCC suffers from a significant penalty. As a consequence, the current JSCC design is not as efficient as the separated approach for the presented numerical results, with a fixed target PSNR. Note that in this experiment, we only discuss $b$ as the performance criteria. But one should remember that the separated scheme achieves the current curve with retransmissions and hence requires feedback and delay tolerance, which is not reflected in Figure 12.
As discussed earlier, the difference between the \( \star \)-curve and the \( \square \)-curve shows us how much we lose due to a discrete set of LDPC channel code rates. Although the rate range of the LDPC code family can cover both the maximum and minimum entropy bit planes, the available rate grid is not fine enough to match each bit plane to a code rate with low overhead. This has been improved by using Raptor codes in which the rate region is continuous. The line corresponding to the performance of the binary Raptor codes for finite length is indicated in the figure. Compared with the finite-length LDPC curve, we obtain a significant improvement. Hence, using a continuous range of rates is essential for the JSCC scheme. This is because, a priori, we do not know the entropy rate of each bit plane and in reality this would change from image to image. Raptor codes can provide a continuous range of rates with a single basic encoding algorithm (just by producing more or less parity symbols).

For both Raptor codes and LDPC codes, there is significant difference between finite-length and EXIT chart results. At every bit plane we send, a penalty occurs due to error propagation between layer because of finite-length effects. This penalty is referred to as the “coding overhead,” and increases with the number of successive encoding layers. In this current version of JSCC, each layer consists of a bit plane. In this case, it is important to minimize the number of layers in order to reduce the coding overhead. We notice that although the image quantization indices are nonbinary symbols, we converted them into bit planes to make use of binary code design. Therefore, a possible approach to reduce the coding layers consists of using linear nonbinary codes, in order to directly encoding the nonbinary quantization indices. Our recent work [11] considers nonbinary Raptor code design and the gap with respect to the limit performance is improved in [11].

Finally, as investigated in [2], the proposed JSCC design can be applied to the lossy multicasting to different terminals in different SNR conditions or, equivalently, to the transmission over a quasi-static fading channel where every SNR state is identified with a different (virtual) user. This is referred to as the “broadcast approach” to the transmission over a slowly varying fading channel, for which the receiver SNR is random, unknown at the transmitter, but constant for the whole duration of transmission. For a given probability distribution of possible channel SNRs, various system optimization problems can be defined as in [2].
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