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abstract. — Existing software-defined radios (SDRs) for space are limited in data volume by 
several factors, including bandwidth, space-qualified analog-to-digital converter (ADC) tech-
nology, and processor throughput, e.g., the throughput of a space-qualified field-program-
mable gate array (FPGA). In an attempt to further improve the throughput of space-based 
SDRs and to fully exploit the newer and more capable space-qualified technology (ADCs, 
FPGAs), we are evaluating parallel transmitter/receiver architectures for space SDRs. These 
architectures would improve data volume for both deep-space and particularly proximity 
(e.g., relay) links. In this article, designs for FPGA implementation of a high-rate paral-
lel modem are presented as well as both fixed- and floating-point simulated performance 
results based on a functional design that is suitable for FPGA implementation.

I. Introduction

Existing software-defined radios (SDRs) for space are limited in data volume by several fac-
tors, including bandwidth, space-qualified analog-to-digital converter (ADC) technology, 
and processor throughput, e.g., the throughput of a space-qualified field-programmable 
gate array (FPGA). For example, for ongoing relay operations of the Mars Reconnaissance 
Orbiter (MRO), the Electra modem [1] currently processes a maximum signal data rate of 
4.096 Mbps, occupying a signal bandwidth of approximately 7 MHz in the ultra-high- 
frequency (UHF) band. This version of Electra employs an older Xilinx Virtex-1 FPGA. Other 
versions of Electra employ newer, more capable FPGAs, e.g., the Xilinx Virtex-2 FPGA used 
on both the Mars Atmosphere and Volatile Evolution (MAVEN) mission and the Trace Gas 
Orbiter (TGO)[2].

Further increase in data rates and thus data volume will be achieved with newer, more 
capable FPGAs and ADCs. Although the existing Electra radios use 16–20 Msps ADCs for 
UHF relay operations, space-qualified ADCs exist at much higher rates for use in S-, X- and 
Ka-band operations. Flight demonstrations of such technology are currently underway uti-
lizing the Space Communications and Navigation (SCaN) Testbed, which operates on a truss 
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of the International Space Station (ISS). This testbed is ideally suited for demonstrations of 
high-rate SDRs, as discussed in [3]. 

In an attempt to further improve the throughput of space-based SDRs and to fully exploit 
the newer and more capable space-qualified technology (ADCs, FPGAs), we are evaluating 
parallel transmitter/receiver architectures for space SDRs. These architectures would im-
prove data volume for both deep-space and particularly proximity (e.g., relay) links. Parallel 
receiver/transmitter architectures have been extensively developed in [4–8] and are already 
being used in ground receivers [9]. In general, existing digital space modems are based on a 
serial implementation, e.g., the Electra transceiver [1]. Similarly, the Small Deep Space Tran-
sponder (SDST) [10] is based on a serial architecture implemented with nonprogrammable, 
application-specific integrated circuits (ASICs). 

This article summarizes a study of parallel architectures for space applications. An overview 
of the parallel receiver architectures is presented in Section II and a functional model of the 
most promising architecture for space applications is presented in Section III. Simulated 
performance results are presented in Section IV and conclusions in Section V.

II. Parallel Receiver Architectures

There are two general classes of parallel receiver architectures based on (i) polyphase filter 
bank theory and (ii) frequency domain representations. These architectures are particularly 
suitable for highly parallel FPGA implementation. Furthermore, they have previously been 
considered for ground-based receiver applications [4–7], and thus appear to be good candi-
dates for space-based SDR implementation.

The parallel receiver (PRX) architecture was originally presented in [4] and is based on a 
uniform discrete Fourier transform (DFT) polyphase filter bank structure. A block diagram 
of the PRX architecture is provided in Figure 1. The PRX comprises analysis, matched  
filter, and synthesis sections. The basic idea is to first break the input into subbands  
(L = 2M subbands as depicted in Figure 1) and downsample in the analysis section, fol-
lowed by matched filtering and then signal reconstruction (upsampling and combining) in 
the synthesis section. In this way, most of the computationally intensive operations can be 
done at a lower sampling rate (integer factor of M lower) than is used to sample the high-
bandwidth input signal. 

The second class of alternate parallel receiver (APRX) architectures is implemented in the 
frequency domain and is based on the “Overlap and Save” method for performing high-
speed filtering via the DFT, which is computed with the fast Fourier transform (FFT) algo-
rithm. By parallelizing into 2M paths, but decimating only by M, each DFT operates on M 
points from the previous cycle along with M new points. This provides the overlap required 
for calculating all of the linear convolutions. Following the 2M-point inverse DFT (IDFT), 
the middle M parallel outputs (which are unaliased) are used for detection, tracking, etc.
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Figure 1. Polyphase filter bank parallel receiver (PRX) architecture.

This class of parallel receiver architectures was originally developed in [5–8]. A block dia-
gram of the APRX architecture is provided in Figure 2 corresponding to L = 2M frequency 
channels. The multipliers Hk correspond to the L-point DFT of the lowpass/matched filter 
coefficients. Assuming sN  samples per symbol and rectangular pulse shaping, Hk is given by
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A lowpass filter can be incorporated into the Hk simply by zeroing out the middle M 
components in the frequency domain that correspond to the high-frequency terms, i.e., 

, / /H M k M0 2 3 2 1k # #= - . 

Note that the low-rate filtering operations required in the PRX (Figure 1) are replaced with 
simpler low-rate multipliers (Hk) in the APRX (Figure 2). As such, the APRX is simpler to 
implement and thus has been chosen for further development for a space modem ap-
plication. Nevertheless, it should be pointed out that the PRX does have the flexibility to 
accommodate multiple input carriers through the subband decomposition. To this end, a 
simplified PRX analysis section is being included as a digital front-end for a multi-user space 
modem that is currently under development. 

In Section III, a functional MATLAB model for the APRX architecture is presented, including 
carrier and symbol tracking loops as well as a digital automatic gain control (AGC) loop. All 
of the loop implementations presented in Section III are currently being used in Electra on 
MRO, Mars Science Laboratory (MSL), MAVEN, and TGO and are thus well understood and 
considered low risk from an FPGA development standpoint.
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Figure 2. Frequency domain alternate parallel receiver (APRX) architecture.

Section III. APRX Functional Model of the APRX Modem

A functional MATLAB model of the APRX for performance evaluation has been developed 
and is shown in Figure 3. The vector V  in Figure 3 is a delay vector that is used to adjust 
the symbol timing based on the output from the symbol tracking loop (STL), d, (which is 
generally not an integer). 

Note that V is symmetrized to have complex-conjugate symmetry about the Nyquist point, 

MV e /j2 2= r d , which is usually zeroed out by the lowpass filtering operation noted above. 
Thus, V  is not the normal delay vector associated with a circular shift by P integer samples, 
i.e., [ ]e e1

/( ) /( )( )jP M jP M M T2 2 2 2 1 2
g

r r - (Tdenotes transpose), except in the special case when 

d  is an integer, Pd = . Thus, when operating with fractional delays it is crucial to use the 
symmetrized delay vector as defined in Figure 3.

In implementing the different loops, we have tested various configurations but have found 
that a single output pin from the 2M IDFT outputs can successfully drive the AGC and car-
rier tracking loops. This results in a significant reduction in computational complexity. Cur-
rently, suppressed-carrier binary phase-shift keying (BPSK) modulation is being tested and 
thus the carrier tracking loop is implemented as a second-order Costas loop [1]. (Modifica-
tions for residual carrier modulation have also been developed.) The AGC loop implemen-
tation is shown in Figure 4. 

For the APRX, we have chosen an early–late gate STL (as currently implemented in Electra 
on MAVEN and TGO). The STL architecture is shown in Figures 3 and 5. This loop is driven 
by a pair of outputs from the IDFT separated by /N 2s  pins. For purposes of illustration in 
Figures 3 and 5, we have chosen Ns = 8 and thus the pair of outputs that are fed into the 
STL are separated by /N 2s  = 4 output pins, i.e., yM 3-  and yM 1+ .
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Figure 3. Functional model of the APRX.

Figure 4. APRX AGC loop.
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Figure 5. APRX STL architecture.
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where BLd  denotes the loop bandwidth (Hz). The accumulator in Figure 5 wraps the output 
to modulo sN  samples. Thus, d is between 0 and 127 samples, although typically 0 7# #d . 
The conversion from d to the phases e /( )j k M2 2! r d  (to generate V  in Figure 3), will be imple-
mented via sin/cosine look-up tables.

Section IV. Simulated Performance Analysis

We have conducted numerous floating- and fixed-point MATLAB simulation experiments 
in evaluating the APRX model.1 For the simulation results presented here, L = 32 frequency 
channels are used with a decimation factor of M = 16 for each channel.2 Sample bit-error 
rate (BER) curves are shown in Figure 6 corresponding to 8 samples/bit where a static delay 
of 3 samples (at the input sample rate, i.e., ( )x n  in Figure 3) and a static phase offset of 
65 deg have been introduced. Both floating- and fixed-point results are shown. 

For these simulations, the normalized Costas loop bandwidth, /B fL s, for the floating-point 
model is set at 5.3e–05 and for the fixed-point model /B fL s is set at 5.3e–04. The larger value 
for the fixed-point model is based on the smaller input signal levels used in the fixed-point 

1 Fixed-point word lengths for the APRX are based on computer optimization as well as previous Electra sizing. 

2 In subsequent development, we have used L=16/M=8 to enable a fully parallel, radix-4 FFT implementation.  
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Figure 6. APRX BER simulation results with a static delay offset of 3 samples.
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model. In addition, the normalized STL loop bandwidth, /B fLd s, is set at approximately 
4.5e–04 for both the floating- and fixed-point models, and the AGC stepsize used with the 
fixed-point model (AGC_step in Figure 4) is 26 with a reference level (AGC_ref in Figure 4) 
of 0.15.

In addition in Figure 6, a curve is shown wherein the delay (d in Figure 5) is constrained to 
be an integer. As is seen, there is very little difference in BER performance with integer or 
fractional delays (about 0.25 dB loss at 8 dB E Nb 0 for either implementation). However, if 
a non-integer delay is introduced in the input (synthesized by first upsampling, delaying, 
and then downsampling), there is a marked difference in BER performance. This is clearly 
seen in Figure 7 where an input delay of 2.5 samples is used (with the same loop parameters 
as before). In this case, the APRX implemented with fractional delays performs as before 
(comparing Figures 6 and 7). 

However, when d is constrained to be an integer, there is an additional 0.3 dB loss at 8 dB 
E Nb 0. This additional loss is due to the dithering of the integer delay between 2 and 3 
sample delays to achieve on average the fractional delay of 2.5 samples. It can arise when-
ever the STL is constrained to have an integral delay, which is the case with the STLs used 
on the various versions of Electra (MRO, MSL, MAVEN, etc.). Therefore, the use of fractional 
delays in the APRX yields an added performance advantage for this architecture.

Finally, we show typical loop responses in Figure 8 for the APRX at 8 dB E Nb 0 and with 
a fractional delay of 1.8 samples introduced in the input as well as a 65-deg static phase 
offset. For this simulation, an input sample rate of 150 MHz was used, corresponding to the 
space-qualified Universal Space Transponder (UST) wideband ADC, again with a data rate 
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Figure 7. APRX BER simulation results with a static delay offset of 2.5 samples.

Figure 8. APRX floating- and fixed-point loop responses at Eb /N0 = 8 dB with a static  

delay offset of 1.8 samples and a static phase offset of 65 deg.
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of 8 samples per symbol, i.e., 18.75 Mbps. Loop parameters for this simulation are 500 Hz 
(float)/5 kHz (fixed) — Costas loop bandwidth; 4.25 kHz (float/fix) — STL loop bandwidth 
and the same parameters as stated above for the AGC loop (with reference to Figure 4, 
AGC_step = 26 and AGC_ref = 0.15).

As is seen, all of the loops settle within a couple of milliseconds or less, which is consistent 
with the loop bandwidth parameters. It is also noted that the fixed- and floating-point 
models produce about the same Costas and STL loop responses. Similarly, the BER curves 
for the fixed- and floating-point models (Figures 6 and 7) are about the same. 

Section V. Conclusions

Based on the results of this study, we have found that the APRX architecture is best suited 
for a space modem application. (Similar conclusions were reached in [7] relating to the 
hardware development of a parallel receiver.) Though the uniform DFT polyphase filter 
bank structure (Figure 1) has some very nice features relative to a multi-user environ-
ment, the frequency domain architecture presents the least risk in terms of a space modem 
firmware implementation. Another added bonus with the frequency domain implementa-
tion is its capability to synthesize fractional symbol delays. As seen in Figures 6 and 7, this 
reduces modem losses resulting from using integer delays in conventional STL implemen-
tations.

Given the results from this study, the next step is to conduct prototype demonstrations us-
ing either a SCaN Testbed FPGA development board (ADC clocked at 49.244 MHz) or a UST 
FPGA development board (ADC clocked at 150 MHz). At 4 ADC clock samples per sym-
bol, demonstrations with either board would show a significant increase over data rates 
available with current space modems (limited to 4.096 Mbps with the existing versions 
of Electra, though this is more a function of the ADC clocking rate, which is nominally 
16–20 Msps).

As the first step toward the development of an FPGA APRX modem for space, we have  
carried out a preliminary utilization analysis of the APRX for FPGA implementation assum-
ing L = 2M = 32 frequency channels. The results of this analysis are presented in Figure 9 
for two different FPGAs: (1) the Xilinx Virtex-2 FPGA used on MAVEN and TGO, and  
(2) the Xilinx Virtex-4 used on UST. As is seen, we have partitioned the required processing 
into (a) a digital downconverter required to convert the real output from the ADC into  
a complex baseband data stream [ ( )x n  in Figure 3]; (b) the tracking loops (STL, Costas/ 
carrier tracking loop, and AGC); (c) the FFTs (forward and inverse); (d) the complex 
multiplies, K eagc

j2 pll$
r z- t

, prior to the FFT (labeled Pre-FFT mults in Figure 9), and (e) the 
complex multiplies, kH Vk $ , between the two FFTs (labeled Post-FFT mults in Figure 9 — see 
Figure 3). 

Clearly, the Post-FFT mults require the most slices, though they can be time-shared since 
they operate at only one-sixteenth the input sampling rate. In fact, the utilization esti-
mates shown in Figure 9 assume that by time-sharing we only need to implement 8 com-
plex multipliers on the FPGA. Similarly, we assume that the Pre-FFT mults can be imple-
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mented with only 2 complex multipliers by time-sharing. Alternatively, we can use the 
built-in FPGA hardware multipliers to implement the Pre- and Post-FFT mults, which would 
further reduce the utilization requirements for these multiplies. In any case, the APRX 
architecture fits nicely in either FPGA with room to spare (especially with the Virtex-4). The 
unused space can be allocated to decoders and modulators.

From our studies to date, we find that space modems based on parallel receiver and po-
tentially parallel modulator architectures are feasible with the potential of significantly 
enhanced data throughputs. Extensions of the APRX to accommodate higher-order modu-
lations as well as residual carrier formats have been carried out. Current effort is directed 
toward the FPGA implementation and testing of the APRX on the SCaN Testbed.
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