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abstract. — The performance of candidate optical communication systems for deep space 
that would use a single optical ground station in conjunction with various space terminals 
is reported here. We considered three potential diameters of ground receive terminals (4, 8, 
and 12 m) and three potential ground transmit powers (1, 5, and 10 kW). Combinations of 
ground receive terminals, ground transmit terminals, and spacecraft terminals were assessed 
for data rate and volume (both uplink and downlink), and for uplink irradiance needed 
to enable downlink pointing, in the context of a set of 12 design reference missions. Raw 
physical link performance was assessed assuming clear weather conditions with conserva-
tive desert daytime turbulence, using communication link parameters that were optimized 
according to previously reported methods using the Strategic Optical Link Tool (SOLT). 
Also, realistic bad weather conditions were considered, assuming a random process that 
could at any time make transitions between two states: a cloud-free state and a cloudy state 
that completely interrupts data transmission. We compared the link performance achiev-
able under our assumptions to the anticipated requirements associated with the design 
reference missions to determine the degree of satisfaction possible with various optical 
segments. Nine potential operating concepts for an optical communication system were de-
scribed, and two were evaluated in detail for the Mars 2022 mission opportunity: raw data 
delivery and automatic repeat request for complete data delivery. 

I. Introduction

As a result of NASA’s strategic technology investments and flight demonstration efforts1 
[1–7], optical communications are viable for operational use by NASA within a 5- to 10-year 
horizon. NASA’s Space Communications and Navigation (SCaN) Program Office and the 
Deep Space Network (DSN) are therefore engaged in long-term planning for the ground seg-
ment of an initial operational capability (IOC) for deep-space optical communication. Based 
on previous studies, we assume for our performance analysis that the IOC will include a 
large-aperture ground terminal capability, perhaps organized around the equivalent of one 
or more 4- to 12-m-diameter class telescopes.
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Accordingly, a number of studies were carried out in fiscal year 2015 to support planning 
of the deep-space optical ground segment, starting from previously developed concepts for 
optical ground apertures and flight terminal capabilities for a range of missions, including 
both high data rate, and low size, weight, and power scenarios. This article summarizes 
the performance aspect of those studies for a range of ground terminal diameters ranging 
from 4 m to 12 m, transmit powers ranging from 1 to 10 kW, for a set of 12 design refer-
ence missions (DRMs) selected to reveal the envelope of potential system requirements for 
the ground segment. We also describe here nine potential operating concepts for an optical 
ground segment that have significant influence over the performance of the overall optical 
communication system.

This summary article relies on more detailed supporting reports provided in The Interplan-

etary Network Progress Reports regarding optical link characterization [8], the assumed design 
reference missions [9], and automatic repeat query (ARQ) applied to a reference deep-space 
optical communications link [10]. 

We discuss below the metrics we used for assessing performance of data acquisition, the cu-
mulative data volume we estimated for the DRMs as a function of optical ground segment 
sizing, and the operations concepts affecting performance estimates. We conclude with a 
summary of the range of performance estimated for the DRMs, and give an assessment of 
the ability of the contemplated ground segment to satisfy anticipated customer communi-
cations requirements.

II. Metrics of Data Acquisition

We evaluated the following data acquisition metrics for optical communication:

• Data rate

• Data volume

• Availability

• Continuity

• Latency

Our methods of evaluation covered a wide range of potential mission types and spacecraft 
terminals, and a range of ground-based uplink and downlink terminals, and are described 
below.

A. Data Rate

An inherent characteristic of optical links through Earth’s atmosphere is that their perfor-
mance depends on atmospheric transmittance, turbulence, and solar radiance. As a conse-
quence, the supportable data rate in any real data acquisition will vary substantially with 
actual weather, range, elevation, and Sun–Earth–probe (SEP) angles. 



3

We evaluated the supportable data rate as a function of time for the design reference mis-
sions described in [9], subject to an error rate constraint and a number of assumptions 
about operating conditions. The reference missions of [9] were constructed to resemble 
a number of potential future missions that are currently within the set of options under 
consideration by NASA. 

To determine the supportable data rate for each design reference mission, Xie et al. [8] 
evaluated the link situation at fixed intervals of time ranging from 5 to 30 min, and cover-
ing relevant periods of interest. For each moment evaluated, Xie et al. optimized the data 
coding and rate for the link situation using the methods described in [8], resulting in a 
time series of supportable data rate. In most cases, the optimum data rate changed many 
times during a pass, as illustrated in Figure 1. We assumed initially that the operational link 
would follow the optimum data rate in a preprogrammed (but not adaptive) way, and con-
sider the possibility that data rate changes might be limited to coarser steps on page 11 of 
this article. For the purposes of ground segment evaluation, we reduced these variations to 
an average data rate during a pass, by calculating the instantaneously optimized single-pass 
data volume, and then dividing by the pass duration based on visibility of the type of mis-
sion considered as seen from Goldstone, California. This gives a better approximation to 
the achievable data transport than would result from assuming a single, minimum rate for 
any particular pass. Use of the pass-average data rate simplified the calculation of cumula-
tive data volume and presentation of data rate variations with the calendar. The forecasted 

Figure 1. Samples of the variation of optimized optical data rate during a pass.

Range 1.54 AU
SEP 63 deg

100

10

–6 –4 –2 0
Time Relative to Midpass, hr

Da
ta

 R
at

e,
 M

bp
s

Average

Optimum

2 4 6
1

Range 0.55 AU
SEP 159 deg

Range 2.03 AU
SEP 55 deg

Range 2.54 AU
SEP 15 deg



4

instantaneous data rates typically vary by a factor of 2 or more from the averages we used, 
and this should be taken into account for other system sizing considerations.

B. Data Volume

We calculated single-pass data volume by taking the average of adjacent data rates for each 
time interval evaluated during the pass, and then multiplying by the interval. The average 
of adjacent rates minimizes bias arising from evaluating at regular intervals, considering the 
possibility that the precise time of data rate change could occur anywhere in the interval.

We also calculated a cumulative data volume as a function of time for each mission, by 
summing the individual pass data volumes. We considered the cumulative data volume in 
two forms: ideal and realistic. For the ideal case, we assumed use of all available passes for a 
single receiving site, cloud-free line of sight (CFLOS); specifically, we assumed that there are 
no clouds of any sort, including subvisual cirrus clouds, and no losses due to weather. For 
the realistic case, we discounted the cumulative data volume to 67 percent of the ideal case, 
corresponding to historical average experience at Goldstone, California. This is a typical 
probability of CFLOS, corresponding to typical conditions in Hawaii and the southwestern 
United States. Some optical observatory sites have higher probabilities, up to 82 percent.2 
Further information regarding discount factors and long-term variability of weather is avail-
able in [10].

We calculated cumulative data volume for both the “raw data delivery” and “automatic 
repeat query (ARQ)” operations concepts, described in Section IV. In the case of ARQ, there 
is a trade-off between the offered load (as a fraction of channel capacity) and other system 
performance metrics. The offered load in general must be less than the channel capacity, 
and this may be interpreted as a deduction against the cumulative data volume, which we 
factored into our calculations of cumulative data volume. This topic is discussed in more 
detail in [10], and the results are summarized in Table 1.
 

C. Availability

The availability of the data under the “raw data delivery” concept is the same as the CFLOS 
probability, which is 67 percent for average Goldstone weather. It should be noted that sea-
sonal and longer-term variability has been observed, and there is some chance of turbulence 
or wind being worse than we assumed, although we assumed desert daytime turbulence, 
which is conservative. This issue is discussed further in [10].

Under the “automatic repeat request” operations concept, times of unavailability are 
compensated by retransmission. In effect, reliability is added to the link, so that most data 
arrives even if some transmissions are lost due to weather. A small fraction of data (much 
smaller than losses due to weather) can still be lost due to buffer overflow, which is de-
scribed by the “data loss performance” discussed in [10].

2 G. S. Wojcik, H. L. Szymczak, R. J. Alliss, and M. L. Mason, JPL CFLOS Project Fiscal Year 2004–05 Final Report (internal 
document), Jet Propulsion Laboratory, Pasadena, California, September 7, 2005.  
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D. Continuity

The continuity of the data under the “raw data delivery” is the same as the continuity 
of CFLOS, which is discussed as part of [10] under the subheading “Input Variables and 
Performance.”

Under the “automatic repeat request” operations concept, continuity is added to the link 
by retransmission. Again, continuity of the small fraction of data lost due to buffer overflow 
is described by the “data loss performance” discussion of [10].

E. Latency

The latency of the data under the “raw data delivery” is the same as the one-way light time. 
Clare et al. [10] examined the “automatic repeat request” operations concept for latency. 
This is described by the “latency” discussion of [10].

III. Cumulative Data Volume Including Weather Effects

We applied the CFLOS statistics to determine the likely range of downlink cumulative data 
volume that might be achieved under realistic weather conditions. We did this by multiply-
ing the cumulative data volumes at end of mission for each DRM as calculated by Xie et al. 
[8], by various discount factors ranging from no discount (near-ideal weather all the time), 
to the discount for the worst year observed at Goldstone. Further details on the origin of 
these discount factors are available in [10]. We also calculated the data volume if the ARQ 
operating concept were to be applied with an offered load that is 80 percent of the CFLOS. 
The resulting values are summarized in Table 1. A convenient reference point is the DRM 
for a medium optical terminal at Mars, which we estimate could transfer 914 terabits to 
Earth during approximately one synodic cycle, using a 12-m ground receive terminal under 
Goldstone average weather, and operating under the raw data delivery operating concept. 
We estimate that the corresponding data volume would be 731 terabits operating under the 
ARQ operating concept.

IV. Satisfaction of Anticipated Customer Requirements

We evaluate here the satisfaction of the anticipated customer communications require-
ments associated with the DRMs of [9], based on the link performance estimates of [8]. 
This comparison inherently relies on the spacecraft and ground terminal characteristics 
described in [8].

A. Downlink Data Rates — Non-Crewed

The downlink data rates desired for all the DRMs, except the crewed missions, can be 
supplied at closest approach to Earth within the level of technology planned for the Deep 
Space Optical Communications (DSOC) terminal, and with Earth receive terminals in the  
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4- to 12-m aperture range. However, the smaller apertures provide substantially less cumula-
tive data volume over a mission, and a substantially smaller distance at which a given data 
rate can be achieved. The smaller apertures therefore dilute a customer’s return on their 
investment in an optical terminal. Taking into account losses to weather, and using ARQ to 
provide reliable data delivery, we found that cumulative data volumes for reliable transport 
from a 22-cm, 4-W DSOC terminal over roughly a Mars synodic cycle would be approxi-
mately 730, 410, or 130 terabits, respectively, for a single 12-m, 8-m, or 4-m ground receive 
terminal assuming average weather at Goldstone, California. Throughout most of the syn-
odic cycle, the range is great enough to ensure that the DSOC terminal would be operating 
below its maximum data rate limit. We estimate the range at which a DSOC terminal can 
achieve its full data rate of 267 Mbps to be approximately 0.48, 0.32, or 0.16 AU for 12-m, 
8-m, or 4-m ground receive terminals. The maximum rate could be reached during cruise to 
Mars, or at other locations closer to Earth. 

B. Downlink Data Rates — Crewed

Within our assumptions, downlink data rates from a 50-cm, 20-W large optical terminal at 
Mars to a 12-m ground aperture are a factor of 2 or 3 lower than the 600 Mbps at 2.5 AU 
upper range desired by crewed customers in the late 2030s, but above their lower range of 
desire for 150 Mbps at 2.5 AU. Data rates to 8-m and 4-m apertures would fall below the re-
quirement at maximum range. The primary limiting factor in our analysis was not Earth- or 
space-based aperture, rather, it was detector speed on Earth and a self-imposed requirement 
to maintain photon-efficiency that set the upper limit on data rate. If the customer desire 
for 600 Mbps data rates is to be satisfied, faster detectors, larger arrays of detectors, or other 
means such as lowering the pulse-position modulation (PPM) order (and concomitantly 
link efficiency), or combinations of all of these, could be pursued. We understand that suffi-
cient improvement in detector speed can probably be achieved with a few million dollars of 
technology investment, and we confirmed in a point calculation that lower PPM order and 
a 12-m ground aperture comes closer to satisfying the desire. If this primary limiting factor 
is overcome, the next limit is spacecraft laser power. This could be addressed by continued 
research on 20-W and 100-W spacecraft lasers capable of PPM.

C. Uplink Data Rates — Non-Crewed

Achievable uplink data rates in general are severely constrained by the modulation band-
width and peak-to-average power ratio of the existing uplink lasers to 2 kbps, even though 
enough uplink power is available to achieve multi-megabit performance were faster lasers 
and spacecraft electronics available. With research activities already in progress for faster 
high-power lasers, it is conceivable that data rates could be drastically increased, to the 
point where the data rate would only be constrained by the power available. However, the 
technology maturation of faster high-power lasers will need continued attention. When 
this limit is overcome, the next limit is flight detector readout electronics and processing, 
which presently limit uplink data rate to less than about 1 Mbps at deep-space ranges.
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D. Uplink Data Rates — Crewed

With improved uplink lasers and flight detector readout electronics and processing, the 
power-limited uplink data rates from Earth ground stations to large optical terminals at 
Mars are still a factor of 2 to 10 lower than the 25 Mbps minimum desired by crewed cus-
tomers, even with the maximum-power (10-kW) transmitter we considered.  

E. Outer Planets — Beacon

Constraints on uplink irradiance needed for the beacon mode of downlink pointing 
exclude the lower-power (1 kW or less) Earth transmitters we considered, but the larger 
transmitters (5 kW and 10 kW) satisfy the constraint in many cases. Also, the uplink irradi-
ance requirement is not met at Saturn by the largest transmitter we considered (10 kW). As 
discussed in [8], a larger space terminal aperture would not directly improve this shortfall 
because the increased collecting area is counterbalanced by tighter pointing requirements 
for the correspondingly narrower beam.     

F. Reliable Optical Service

Reliable data services can be provided over optical, if the customers can tolerate some laten-
cy, and the spacecraft carries enough data storage. The amount of storage needed depends 
on the customer’s sensitivity to latency, data loss, and offered load, but it appears that 
satisfactory results can be obtained with spacecraft data storage that is 6 to 13 times larger 
than the daily data volume, at 80 percent offered load and average weather conditions. 
Variations of daily data volume with range, Sun angle, view period, and system sizing affect 
the daily data volume, and raise issues as to how the buffer should be sized for a particular 
mission. We described a general strategy for trading buffer size against various aspects of 
system performance.

G. Small Optical Terminals

Small optical terminals for CubeSats or other applications are an emerging need, but as yet 
are a subject of research as to their capabilities. Nonetheless, we explored small terminals 
in the spirit of a “what if” study, assuming the space terminal to have either a 5-cm aper-
ture and 1 W of transmitter power, or a 2-cm aperture and 2 mW of transmitter power. We 
assumed diffraction-limited pointing, peak/average power ratio of the lasers greater than 
128, and PPM. These characteristics are not currently achievable within mass, power, and 
volume constraints consistent with 5-cm or 2-cm apertures, but are used as placeholders 
for a “what if” study. With this in mind, we found that the hypothetical 5-cm terminal 
might deliver raw bit rates of 267 Mbps at 0.052 AU, 0.035 AU, or 0.018 AU to 12-m, 8-m, 
or 4-m ground apertures under clear nighttime conditions. We found that such a terminal 
might provide more than 267 Mbps from Earth–Sun Lagrange point 1 for any of the ground 
apertures considered, and 1 Mbps from Mars at closest approach to a 12-m ground aperture. 
For the hypothetical 2-cm, 2-mW terminal at lunar distance, we found that a data rate of 
20 Mbps could be supported to a 12-m ground aperture. These data rates should be regarded 
as very approximate descriptions from a “what if” study and should only be used for broad 
considerations that would remain applicable when rescaled to reflect the true architecture 
of any particular small terminal.
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V. Operations Concepts

The potential benefit of different operations concepts for optical communication surfaced 
first in the context of the DSN transition to Ka-band downlinks. Shambayati observed 
in his 2008 report on the Mars Reconnaissance Orbiter Ka-band demonstration3 that the 
Ka-band frequency is more susceptible to adverse weather conditions than was X-band. He 
posited a new operations concept for Ka-band, focused on maximizing the average data 
return while maintaining a minimum link availability. Also he noted the need to design the 
system to diagnose weather versus outages due to other factors; and to decouple spacecraft 
data collection procedures from their data transmission procedures to allow a more adap-
tive approach to link utilization, capitalizing on weather forecasting data rate adaptation, 
and sophisticated onboard data management mechanisms and large buffers to ride through 
downlink disruptions by weather. All of these were harbingers of the same but greater issues 
for optical communication.

We describe in the following sections several operations concepts that may be useful for 
optical communication, each having characteristics that make them suited to different 
provider and customer needs.

A. Raw Data Delivery

Raw data delivery operates as follows:

• The receiving telescope points to the spacecraft.

• The spacecraft telescope points to the receiving telescope aided by an uplink beacon.

• The spacecraft applies forward error-correction coding.

• When link conditions meet design assumptions, the receiving telescope correctly receives 
data; otherwise data are discarded.

The benefit of this concept is that it is simple to operate for the customer’s mission. The 
detriments of this concept are that it requires the optical ground segment to construct 6 
to 9 telescopes to provide 24-hour service and >90 percent availability, as explained by 
Wilhelm and Shaik;4 or if not done, the availability will be comparable to the CFLOS prob-
ability. Also, data transport is uncertain for low latency, although this detriment can be 
compensated by the RF–optical routing concept described below.

B. Automatic Repeat Request

Automatic repeat request operates the same as the raw data delivery concept, with the fol-
lowing additions:

3 S. Shambayati, MRO Ka-band Demonstration Cruise Activities Report, Rev. A, JPL D-31190 (internal document), Jet Propul-
sion Laboratory, Pasadena, California, April 9, 2007. 

4 M. Wilhelm and K. Shaik, Ground-Based Advanced Technology Study (GBATS), JPL D-11000, Release 1 (internal docu-
ment), Jet Propulsion Laboratory, Pasadena, California, August 5, 1994.
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• The spacecraft buffer stores a substantial period of data as described by Clare et al. [10].

• When link conditions meet design assumptions, the receiving telescope correctly receives 
data, and

• The receiving telescope forwards a receipt acknowledgement to the spacecraft via a for-
ward channel; the spacecraft discards acknowledged data, and retransmits non-acknowl-
edged data. 

• The spacecraft discards the data when its buffer overflows.

The benefits of this concept are that high availability can be achieved with only a single op-
tical telescope to be built. The concept can provide excellent long-term availability at high 
latency. Data volume is high, governed by the permissible offered load discussed in [10], 
which is around 80 percent of maximum allowable by CFLOS.

The detriments of this concept are that the spacecraft must carry a large buffer, and the 
customer mission must manage that buffer. For missions that have appreciable variations of 
the distance to Earth, most of the spacecraft buffer is not used during most of the synodic 
cycle. However, the waste can be mitigated by intentional undersizing at expense of maxi-
mum data volume or availability during certain parts of the cycle. This undersizing strategy 
is described further by Clare et al. [10]. Also, data transport is uncertain for low latency 
needs, but the RF–optical routing concept can compensate for this detriment.

C. RF–Optical Routing

RF–optical routing operates the same as any other operating concept, with the additional 
feature that when the optical link is not available, the spacecraft routes data to RF if it is 
higher-priority data. Higher-priority data is a customer-determined concept, but might be 
associated with perishable data, high-value data, a retransmission for completeness, or data 
aging out of a buffer.

The benefit of this concept is that completeness of data improves faster over time than it 
would with optical alone. The concept may also allow a smaller spacecraft buffer. There 
may also be times of low Sun–Earth–probe angle when RF outperforms optical, especially if 
RF Earth stations can provide continuous coverage but optical is limited to a single site, or if 
larger RF Earth stations are scheduled when optical performance is degraded.
The detriments of this concept are that the customer mission must manage priorities and 
routing between RF and optical, and the ground segment must provide the function of 
merging data streams from RF and optical.

D. Interleaving or Disruption-Tolerant Coding

Interleaving or disruption-tolerant coding operates the same as raw data delivery, with the 
following additions:

• The spacecraft buffer stores up to one ground pass worth of data.

• The spacecraft applies a disruption-tolerant code, e.g., a Repeat-N or a Tornado code.
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• When link conditions meet design assumptions on at least one interval out of N possible 
intervals, the receiving telescope correctly receives data; otherwise data are discarded.

The benefit of this concept is that availability can be increased in scattered or broken skies 
without much operational labor. The detriments of this concept are that a spacecraft buffer 
is required, though modestly sized compared to some other concepts. Also, optical ground 
segment study (OGSS) ground processing is more complex, and the total data volume 
transported falls by 1/N. If N is a small number (2 or 3), that loss can be partly made up by 
more optimistic weather assumptions permissible with this approach.

E. Limited Data Rate Changes

We observed in our predictions that in most cases the optimal data coding and rate (from a 
communications channel perspective) is constantly changing, often on a minute-by-min-
ute basis. However, constantly changing communications configurations are considered 
to be a nuisance from a mission operations viewpoint, because current mission operations 
concepts for deep space usually have tight coupling between spacecraft activity and data 
transport, which are carefully crafted long in advance of operation. To simplify operations 
planning, it is common to limit the frequency of configuration changes to a few per pass. 
Xie et al.5 have examined a number of possible strategies for reducing the number of con-
figuration changes, and found that a strategy of selecting link configurations that are static 
during the first 25 percent, middle 50 percent, and last 25 percent of each pass has a rela-
tively mild penalty of lost opportunity to collect data. For the Mars mission they examined 
(2009–2012), this approach typically yielded only an 11 percent lost opportunity to collect 
data overall, or about 40 percent worst case.

F. Dynamic Link Parameters

The converse of limited data rate changes is dynamic link parameters, constantly adjusted 
to the link conditions. Compared to limited data rate changes as commonly practiced in 
the existing RF systems, this approach could be seen as providing an 11 percent data vol-
ume advantage overall, or about 40 percent best case.

G. Weather Forecasting and Dynamic Asset Management

Weather forecasting can improve the response of the overall system to short-term weather 
changes, if there are multiple receiving stations. In this concept, a weather predictor fore-
casts link conditions at multiple receiving telescopes one round-trip light time (RTLT) prior 
to data transmission. Then the best receiving telescope is assigned for service, the space-
craft is informed of receiving telescope via a forward channel, and the spacecraft points the 
spacecraft terminal to assigned received telescope.

5 H. Xie, J. Wu, B. Moision, S. Piazzolla, Strategic Optical Link Tool Annual Report (internal document), Jet Propulsion Labo-
ratory, Pasadena, California, October 10, 2012.  
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The benefits of this concept are that availability rises to ~80 percent or higher within one 
pass, depending on the number of telescopes available. The detriments of this concept are 
that the customer mission must manage a changing receive telescope on short time scales. 
Also, multiple telescopes with otherwise good weather will be unused, unless some means 
is provided to use them on a contingency basis.

H. Improved Link Management

Difficulties in Existing Approaches to Link Management

The data-rate control loop for deep-space missions, either optical or RF, involves several 
slow-responding control loops layered around the events of collecting data for a single 
pass. The outermost, and slowest to respond, is the decision about mission design for the 
communications function. This loop considers the most recent bulk statistics for observ-
ing conditions available at the time the mission design is decided, and selects a particular 
capacity range and variables of operation for the communications system. This often must 
be done years in advance.

Another control loop is the strategic planning loop, which decides how to exercise the vari-
ables of the communication system to achieve various goals of the mission. This is usually 
done months in advance.

Finally, a tactical control loop, usually in the days- to weeks-level of lead time, is used to set 
the final parameters of the communications system. At present, this is the fastest response 
time available, though in exceptional cases hours or even minutes can be achieved occa-
sionally.

In all of these loops, the time scale exceeds the time frame within which useful predictions 
can be made about important features of the weather, such as clouds or haze. As a conse-
quence, the control process must manage a trade-off between risk of losing data from the 
weather being worse than assumed, and the risk of losing the opportunity to collect data 
from the weather being better than assumed. Historically, most missions emphasize the risk 
of loss, and choose to operate so as to get some data, even if it means getting less when the 
weather is good. In other words, mission managers may choose pessimistic assumptions 
about data return to achieve the desired availability. 

For RF, the historical habit of using pessimistic assumptions results in a penalty in lost op-
portunity to collect data that is not severe at S- or X-band. At K-band, the penalty is around 
3 to 6 dB, which is significant but not devastating.

The problem with optical, however, is that the trade-off between the two risks is much 
steeper than encountered historically with S-, X-, or even Ka-band data acquisition. It is 
quite possible to extinguish all benefits of using optical by making early, pessimistic as-
sumptions about future weather. It is also possible to make unduly optimistic assumptions, 
and be caught later by short- or long-term climate fluctuations outside the range of valid 
extrapolation from the available statistical information.
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In all of these situations, a major underlying problem is a mismatch between the response 
time of the control loops, and the characteristic time frames of weather variability. This 
is not the only underlying problem: the cost of rapid adaptation within existing mission 
and network operations concepts, and the cost of acquiring sufficient expertise to respond 
to weather appropriately are also significant issues.

The use of optical communications, then, justifies a reconsideration of the historical 
habits for link management, to make it more possible to properly adjust the optical link 
to the actual weather. We suggest below two alternate concepts that may eventually be 
needed to fully capitalize on the potential of an optical ground segment.

Decoupled Data Transport

Most mission operations systems at present strongly couple spacecraft operations to on-
board data store usage and communications link usage. This is typically necessary because 
the available capacities of the onboard data store and the communications link are small 
compared to short-term fluctuations in data production from spacecraft operations. 

However, storage has been getting smaller, and with optical, communications links will be 
much more capable than previously available. It may soon be possible to decouple space-
craft activity from data transport. This concept would have the following advantages:

• Mission responsibilities could be simplified, because there is less of a data management 
constraint.

• Data transport could become transparent to the mission user, though with some la-
tency.

• Excellent availability and maximum data volume are possible.

The detriments of this concept are that the ground segment responsibilities increase, 
though overall costs may decrease because fewer groups must maintain competency on 
weather adaptation.

Optical Ground Segment Control of Spacecraft Terminal

If decoupling can be achieved, then proper adaptation to weather becomes possible. In 
this concept, some part of the optical ground segment would take responsibility for con-
trolling some of the spacecraft terminal communications parameters, those that do not 
interact significantly with coupled spacecraft resources such as power and attitude. At first 
blush, it may appear unusual that the optical ground segment would control spacecraft 
resources. Yet, in a decoupled system, detailed timing of data rate and coding can be man-
aged freely, and probably should be managed using the shortest control loop that can be 
arranged, which would be the receiving system. This technique is in fact used with many 
terrestrial microwave and optical communications systems under the heading of “adap-
tive data rates.” The responsibility would be on the ground segment to keep the com-
munications parameters compatible with weather and other ground segment conditions 
of the moment. This could be done by a multimission operations team, or automatically 
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by the optical ground segment as it is done in many other terrestrial microwave or optical 
communications systems.

The benefits of this concept are that mission responsibilities are simplified, and that excel-
lent availability and maximum data volume are possible. The detriments of this concept 
are again that the ground segment responsibilities increase, though overall costs may de-
crease because fewer groups must maintain competency on weather adaptation.

VI. Summary

We examined the system performance of optical communications links using a single opti-
cal ground station and various space terminals, assuming three diameters of ground receive 
terminals: 4 m, 8 m, and 11.8 m (nominally 12-m). Ground transmit terminals with powers 
of 1 kW, 5 kW, and 10 kW were considered in most cases; for the one DRM case of circum-
lunar communication, ground transmit powers of 10 W, 50 W, and 100 W were considered 
instead. The performance estimates were based on the DRMs recommended by Breidenthal 
and Abraham [9], which encompass the wide range of applications that an optical ground 
segment might eventually be called upon to serve. 

Combinations of ground receive terminals, ground transmit terminals, and spacecraft ter-
minals were assessed for data rate and volume (both uplink and downlink), and for uplink 
irradiance needed to enable downlink pointing. The communication link parameters were 
optimized according to previously reported methods, embodied in the Strategic Optical 
Link Tool (SOLT) as reported by Xie et al. [8].

We compared the performance estimates of [8] to the customer communications require-
ments associated with the DRMs of [9], and determined the degree of satisfaction that 
would result from various sizes of ground segment optical terminals. These assessments 
are summarized in Table 2. Also, we summarized the data rate as a function of distance as 
shown in Figure 2, and calculated the approximate maximum communication distance for 
different sizes of space and ground optical terminals, as shown in Table 3.

We took into account realistic bad weather conditions, based on the histories of weather at 
relevant sites around the world as described by Clare et al. [10]. 

Several potential operating concepts for an optical communication system were described, 
and two were evaluated in detail: raw data delivery and automatic repeat request for com-
plete data delivery. Some observations were provided about the utility and rationale for the 
other operating concepts. 
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Figure 2. System performance for multiple missions as a function of  

communication distance (multiple missions).

Table 3. Approximate maximum communication distance for optical link to close at maximum data rates  

(DSOC planned upper range).*

Terminal Type Rate

Ground Receive Terminal

 50 cm / 20 W 267 Mbps 0.75 AU 1.5 AU 2.2 AU

 22 cm /4 W  267 Mbps 0.16 AU 0.32 AU 0.48 AU

 5 cm /1 W  267 Mbps 0.018 AU 0.035 AU 0.052 AU

*Values are calculated for SEP = 180 deg, zenith angle 45 deg, turbulence r0 = 5.5 cm at 500 nm.

4 m 8 m 12 m
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