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Apparent Brightness of Stars and Lasers
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Foremost among issues affecting the potential use of astrometric techniques to locate
and track laser-carrying spacecraft is the apparent brightness (detected energy or photon
flux) of a laser relative to reference stars. Broadband detectors offer improved sensitivity
to stars (broadband ‘‘blackbody’’ sources), but not to lasers. The important and funda-
mental step of calibrating laser and star brightnesses according to detector spectral sensi-
tivity is carried out here for four representative kinds of broadband detectors, located
above and below the atmosphere. Stars are identified according to parameters tradition-
ally used by astronomers: temperature (spectral class, or color) and apparent brightness
at visible wavelengths. These are translated into an energy and photon flux for each kind
of broadband detector and are then compared with the corresponding flux from a laser.
The comparisons are also given as ‘magnitude correction factors,” i.e., in astronomers’
traditional units of 4.0 dB. Astrometrists typically characterize the sensitivity of their
instruments in terms of the precision with which they can make a relative measurement
of position and the minimum brightness needed to achieve that precision. (In an ideal
instrument, limited only by 1/\/N photon statistical fluctuations, these two descriptions
would coincide.) Given this information and the instrument’s spectral sensitivity, one can
use the calculations described in this report to infer the detectability of a laser and the
precision with which it could be located and tracked. Results show, for example, that
while a star and a laser may have comparable brightnesses at visible wavelengths, to a
broadband detector the star might appear brighter than the laser by anywhere from 2 to
17 dB, depending on the star’s spectral class and the detector spectral sensitivity. Since
the limiting brightness quoted for a particular instrument is typically firm to within
4.0 dB (one magnitude), judging a laser’s detectability by its visible brightness alone could
lead to serious underestimation of the requirements on its effective radiated power. The
laser brightness corrections given here solve this problem.
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|l. Introduction

The use of astrometric techniques to locate and track laser-
carrying spacecraft is an intriguing and real possibility. Mea-
surement precision is influenced strongly by the number of
reference stars in the field of view, which in turn depends on
the sensitivity of the detector/telescope combination and the

size of the field of view. One way to improve sensitivity to
stars and other broadband sources is to use broadband detec-
tors. Indeed, some of the most sensitive astrometric measure-
ments made to date have used a CCD detector with a sensi-
tivity range of at least 250 nm [1]. On the other hand, use of
a broadband detector will not increase the sensitivity to a
laser or other narrowband source. It is important, therefore,
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to calibrate the relative brightness of lasers and potential
reference stars according to the kinds of detectors used. This
article shows how to make careful comparisons of the flux
that would be measured by prospective broadband detectors
from stars (blackbody sources) and from lasers (monochro-
matic sources).

Three elements make up the definition of a star’s or other
celestial object’s apparent brightness: the quantity to be mea-
sured, the location of the measurement, and the wavelength
range over which the measurement is made. Astronomers
traditionally take the measure of brightness to be received
energy flux, or irradiance, and the measurement location to
be the top of Earth’s atmosphere. The measurement wave-
length range should, of course, be a particular detector’s spec-
tral sensitivity range. Historically, to standardize descriptions,
astronomers have used for this last element several different
narrow spectral response functions, ranging from the ultra-
violet through the visible. Unfortunately, these narrowband
characterizations are awkward and inappropriate indicators of
the brightness that would be measured by broadband detectors
from stars; as such they can lead to erroneous conclusions
about the relative brightness of lasers (narrowband sources)
and stars when both are viewed by broadband detectors.

To make accurate comparisons between the brightness of
lasers and stars, one therefore must translate from at least one
of these narrowband brightness calibrations into the actual
flux that would be measured by particular broadband detec-
tors. These translations depend on the spectral sensitivities of
the detectors and on the spectral character of the source radia-
tion—its effective temperature if it is blackbody, and its wave-
length if it is monochromatic. These translations are made
in this article for apparent visual brightness (defined below)
and four representative kinds of broadband detectors. Next,
the detected flux from a monochromatic laser (a function of
laser power, transmit-aperture size, wavelength, and distance
from receiver) is compared with that from stars of the same
apparent visual brightness but of various temperatures, for the
same four kinds of broadband detectors.

Two pieces of information are needed to characterize the
brightness of a star: the star’s temperature T or color (spectral
class) and its apparent brightness (measured irradiance) in one
of several standard narrow spectral regions, e.g., the visible.
In this article, apparent visual brightness is chosen for the lat-
ter; it is defined as the irradiance measured at the top of
Earth’s atmosphere by a detector whose spectral sensitivity is
described by the ‘“visual response function” V(). This narrow,
sharply peaked function approximates the spectral response of
the human eye. Traditionally, astronomers describe apparent
visual brightness in terms of “‘apparent visual magnitude” my,,
which is the visual irradiance normalized to a standard irradi-
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ance, in units of 4.0 dB (see Eq. [5]). Hence the first part of
this report translates from a star’s temperature T and apparent
visual magnitude m, to the energy or photon flux that would
be measured by a broadband detector with spectral sensitivity
D(Q\) (see Egs. [12]~[15] and Table 3). Four representative
kinds of detectors are considered, both above and below the
atmosphere: photomultiplier tubes (PMTs), charge-coupled
devices (CCDs), avalanche photodiodes (APDs), and multi-
anode microchannel arrays (MAMAs); detector sensitivities
are described in the Appendix and in Fig. 3(a) and (b).

A laser looking back at a detector can also be character-
ized by two quantities: its wavelength A, and the irradiance it
produces, H, =P (n/4)(D,/r\,)?, a function of the laser’s
power P,, transmit-aperture diameter D,, wavelength, and
distance r from the detector. Alternatively, it can be charac-
terized by its wavelength and its apparent visual magnitude
m, = -2.5 log[108-5V(\,)H,] (see discussion in Section III
and Eq. [20]). The irradiance or photon flux measured by a
detector with spectral sensitivity D(A) is just the product of
D(A,) and H, or (\,/hc)H,, respectively (h is Planck’s constant
and c is the speed of light). The flux measured by each of the
four kinds of detectors described above is calculated in this
report for a 1-W laser at Saturn with a 30-cm aperture, emit-
ting at 0.532 micrometer (1) (see Eqgs. [21] ~[24] and Table 4).
The results are easily scaled to lasers with different parameters
at arbitrary distances.

These quantitative comparisons of the measured flux from
stars and lasers verify the predicted inadequacy of visual bright-
ness (or any other narrowband measure of brightness) as an
indicator of the relative brightness of lasers and stars viewed
with broadband detectors. A laser and a star might appear
equally bright when viewed by the eye or other narrowband
detector, but widen the spectral response of the detector and
many additional photons will be detected from the star, whereas
no additional photons will be detected from the laser. Hence,
to a broadband detector, the laser will appear dimmer than
the star; how much dimmer depends on the temperature of
the star and the spectral sensitivity of the detector. For ex-
ample, the GO, B0, and MO rows of Table 5 indicate that with
the broadband detectors considered here, a laser will appear
between 4 and 8 dB (one and two magnitudes) dimmer than a
solar-type (GO) star of the same apparent visual brightness, and
as much as 16 dB (four magnitudes) dimmer than a very hot or
very cold star of the same visual brightness. (The Sun is a G2
star with an effective blackbody temperature of about 5770 K;;
see Table 1 [6].)

Just how bright will a typical spacecraft laser appear? Con-
sider a 1-W laser at Saturn, transmitting through a 30-cm aper-
ture at 0.532 u. An observer above the atmosphere would



receive a photon flux of about 1055 = 300,000 m~2s~!, and
the laser would have an apparent visual magnitude m,, = 11.2
(see Eqs. [17] and [20]). On the ground the flux would be
about 80 percent of this, equivalent to an effective mj, = 11.5.
From Uranus, this laser would have m,, >~ 12.7, and from Nep-
tune my, == 14.2. A broadband detector such as a CCD or an
APD might count as many as 50 percent of the incident laser
photons, while a PMT or a MAMA would typically count only
10 percent. But from a solar-type star of this apparent visual
magnitude, all these detectors would count many more pho-
tons, because the star is also emitting photons at wavelengths
that lie outside the peak of the visual response function, but
inside the response function of the detector. Table 5(b) com-
pares the photon flux that would be measured by various
detectors from a laser and from stars of 12 different tempera-
tures, all of which have the same apparent visual magnitude
my,. It says, for example, that the UV-flooded CCD considered
here would count approximately 7.3 dB (five times) more pho-
tons from a Sun-like (GO) star, and as much as 12.9 dB
(=20 times) more photons from a very hot (BO) star than it
would from a laser, given that they all had the same apparent
visual magnitude m . In astronomers’ language (Table 5[d]),
this says that a laser of m, =~ 11, say, would look to this CCD
detector only as bright as a Sun-like star of m, = 12.8, or as
bright as a very hot star of m, >~ 14.2.

These laser brightness “correction factors’ are significant
but not necessarily discouraging, for they still leave the laser
sources envisioned for use on planetary spacecraft within the
actual or expected capabilities of ground-based detectors and
telescopes. (The situation is, of course, better for space-based
detectors and telescopes.) For example, astrometrists at USNO
in Flagstaff, using a 4-m ([1.6-arcminute]? field-of-view) re-
flector telescope with a CCD at its prime focus, claim a nightly
precision of 10 milliarcseconds (mas). or 50 nrad, for relative
position measurements on stars as dim as my, = 19 [1]. Their
CCD was less sensitive (typically only 15 percent effective
quantum efficiency) and narrower spectrally (=250 nm wide,
centered at ==575 nm) than the one considered here, so the
corresponding laser brightness corrections would be less severe
than those given here.

Gatewood et al. at the Allegheny Observatory in Pittsburgh,
using a 30-in. ([10-arcminute] 2 field-of-view) refractor, Ronchi
ruling, and four PMTs, have demonstrated nightly precisions of
3 mas or better for solar-type stars of m, = 8 or brighter [2],
[3]. They used narrow-bandpass filters with their PMTs (50 nm
wide, centered at 642.5 nm) in order to isolate the wavelengths
nearest the minimum focus of the refractor’s objective lens.
Hence the laser brightness corrections (for a laser emitting
near 642 nm) would again be smaller than those given here.
Gatewood estimates that a 1-m or larger system like theirs,
located where both seeing and visibility are better, could pro-

vide these precisions for stars down to m,, = 14, or improve
them to tenths of milliarcseconds for m, = 8 and brighter
stars. He also estimates that a 1-m system in space could pro-
vide precisions of 0.1 microarcsecond.

Buffington at JPL’s Table Mountain Observatory, using a
12-in. (1.2-degree by 0.5-degree field of view) meridian-mount
reflector with Ronchi grating and 12 PMTs, claims to be capa-
ble of nightly precisions of 4 mas for solar-type stars as faint
as m,, = 12, and 15 mas for m;, = 14 stars [4]. Finally, for
comparison, the European Space Agency’s HIPPARCOS is
expected to provide positions, parallaxes, and proper motions
for 100,000 stars with m, = 10 and brighter, with a precision
of several milliarcseconds [4].

These examples of current astrometric capabilities give
good reason to believe that lasers could be located and tracked
successfully with existing or modestly improved astrometric
technology and techniques.

Il. Organization

This report is organized as follows: Section III reviews the
definitions of astronomy’s standard magnitude systems for
describing source brightness. Although it has just been argued
that these narrowband brightness measures are inappropriate
for comparing lasers and stars, familiarity with them is essen-
tial, since all existing star catalogs and other sources of infor-
mation about star locations and brightnesses use them. Sec-
tion IV compares the visual irradiance and photon flux from
stars with that which would be measured by broadband detec-
tors. Section V does the same for monochromatic laser sources,
with quantitative calculations restricted to the visible wave-
length 0.532 u, that of a frequency-doubled Nd:YAG laser.
Section VI puts these calculations together to compare irra-
diance and photon flux from a laser with that from stars. Sec-
tion VII summarizes the results and some of their implications.

Numerical results and support information are contained in
figures and tables. The Appendix describes the spectral sensi-
tivities assumed for the four kinds of detectors considered here,
and for the spectral transmission of the atmosphere and the
visual response function. These functions are graphed together
in Fig. 3(a)-(c).

lll. Review of Visual and Other Magnitude
Systems

By convention, apparent brightness refers to the irradiance
measured by an observer located at the top of Earth’s atmos-
phere. Since stars radiate over a range of wavelengths broader
than the sensitivity ranges of most detectors, it is customary
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in astronomy to speak of apparent brightness in particular
spectral regions, defined by certain standard spectral response
functions. Four major spectral response functions are used by
astronomers (see Fig. 1): the visual (“}”’) spans the wave-
length range 500 nm to 600 nm and peaks at around 555 nm;
the blue (“B”) spans the range 400 nm to 500 nm and peaks at
around 435 nm; the ultraviolet (*‘U"") spans the range 300 nm
to 400 nm and peaks at around 350 nm; and the photographic
(“pg™) closely resembles the blue response curve but peaks at
430 nm [5], [6]. A fifth measure of brightness used by astron-
omers is the bolometric brightness (“4"), or total irradiance at
all wavelengths. This report compares apparent visual bright-
ness, defined as the irradiance measured by a detector with
spectral sensitivity V(A), with the brightness measured by
various broadband detectors with spectral sensitivities D(X).

The irradiance Hg measured by a detector with spectral sen-
sitivity S(A) from a source that produces a spectral irradiance
H() is

H = f SOVHM) A Q)

A photon detector measures a flux

g = [sovfirara @

where (hc)~1 = 10187 J-1 y=1_When S(A) = V(}), these give
the visual irradiance and photon flux; when S(A) = D(A), they
give the irradiance and photon flux measured by a detector
with spectral sensitivity D(A). The total (bolometric)irradiance
and photon flux correspond to S(A\) = 1.

Associated with each of these systems is a reference value
for the spectral irradiance at a special wavelength, typically
that at which the spectral response function peaks. For the
visual response function, this wavelength is A, = 0.55 p
(Eq. [10]). The brightness of a star, defined with respect to
some spectral response function S(A), is traditionally described
by giving the ratio of measured to reference spectral irradiance
at these special wavelengths, in units of 4.0 dB, called “magni-
tudes.” It is sufficiently accurate for most purposes to use
reference values for the irradiance Hg; these are given below.
Thus, the irradiance from a source of apparent magnitude
mg is 107945 = (0.4)™S times the irradiance from a source
with mg = 0:

Hg(mg)

— —-04mc m
f{STS=O) = 10 S = (0.4)"S 3)

The more positive the magnitude, the dimmer the source. The
reference values Hg(mg = 0) for the standard spectral response
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functions described above are usually given in exponential
form:

Hg(mg =0) = 105 W/m? (42)

The constants C are [6]:

c, = -85
C, = -8.19
C, = -8.55
C,, = Cy-0044 ~-823
Cc, =C,+1 [H”(O)] 7.6 (4b)
= og = 7,
b = S8 )

The constants for the U and B magnitude systems are derived
from setting mg = m;, = m for the mean of six particular
dwarf stars, all of spectral type AO [7]. The value for C,
comes from the stipulation that the Sun’s apparent visual and
bolometric magnitudes be equal, together with measurements
of the solar bolometric and visual irradiances (1.35 kW/m? and
160 W/m?2, respectively). The visual irradiance from a source
of apparent visual magnitude m , is therefore

H,(m,) = f VO)HQm,)d\ = 107%*"V 10785 W/m?
(%)

where H(A,m ) is the spectral irradiance (ff [A] in the above dis-
cussion) produced by a source with apparent visual magnitude
my, . Note that the visual irradiance from a source withm, =0
corresponds approximately to a flux of 1019 photons/m2-s at
wavelengths between 520 nm and 560 nm (see Eq. [15a]).

IV. Visual vs. Broadband-Detector
Irradiance and Photon Flux
From Stars

Although there is a one-to-one correspondence between a
source’s apparent visual magnitude m, and the visual irradi-
ance H, it produces, there is no such correspondence between
my, and the general spectral irradiance H#(A\) produced by the
source. But knowledge of the latter is required to calculate the
irradiance or photon flux that would be measured by a detec-
tor with spectral sensitivity D(A). Since stars radiate as black-
badies, the spectral irradiances they produce are proportional
to the Planck distribution for a blackbody of temperature T
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WAT) = —————

* A€M
C, = 2ahc® = 10%%7 u*-W/m? (6)

c, s% =10*'¢ wK

where k = 10-22.86J.K-1. Since the spectral irradiance is de-
fined as that at the top of Earth’s atmosphere, the propor-
tionality factor for isotropically radiating blackbody sources
is essentially independent of both wavelength and angle of
incidence. Hence for a star of blackbody temperature 7, the
spectral irradiances at different wavelengths scale as the ratios
of the corresponding blackbody functions W(A, T):

HA) _ WA.T)

= 7
HQAY w7 @

The function W(A,T) varies little over the narrow region
where V(A) is significant. Hence the integral of W(A, T") weighted
by V(A) can be approximated by the value of W(A,T)at A,

R

fV(?x)W(?x,T)d)\ W, T) fV(?x)d)\

A, = 055u (8)

This equality holds for blackbody temperatures from 2,800 K
to 28,000 K, or star spectral classifications B through M (see
Table 1) [6]. The integral on the right is

fV()\)d?\ ~ 0.089u = 10719 ©)

Using the definition (Eq. [5]) of visual irradiance, one can
now see that the spectral irradiance at the wavelength A, of a
star of temperature T and apparent visual magnitude m, is
independent of T:

Hy(my)
HP0yimy) = TV, (8 Than
= 10794V 107745 Wimt.u
. _ WOLT
B,01) = gres (10)

This is the relation used in practice to calibrate the visual mag-
nitude system. The spectral irradiance at any wavelength from
a star of temperature T and apparent visual magnitude m, is
therefore

1l

HP* (N Tomy) = HPP(\im ) W, Q0 T)

= 107%*"V 1077 B (A, T) Wim?-p
(1

The normalized blackbody functions WVO\,T) for stars of
spectral class BO through M5, for wavelengths in the range
100 nm through 1200 nm, are plotted in Fig. 2 and listed in
Table 2.

Given a star of temperature T and apparent visual magni-
tude m,,, and the spectral irradiance it produces as derived in
Eq. (11), the irradiance Hj, that would be measured by a
detector with spectral sensitivity D (A) is derived from Eq. (1):

Il

H2P (T.my) fDO\)H”b()\;T,mV)dK

- 1O—-O.“bm v 10——7.45

XfDO\)WV()\,T)d?\ w/m?  (12)

Here and in all other equations in this report, the integration
range for A is to be specified in units of micrometers. This
detected irradiance is now to be compared with the visual irra-
diance H,, (Eq. [5]) from the same source. Table 3(a) gives
the logarithms of the ratios

HIL’)’J (T, mV)

= 10108 fD W\, T)d\
) MW, T)

(13)

for stars of 12 different spectral classes and the nine spectral
response functions described in Appendix A. The detected
irradiance H (T, m ) from a star of temperature 7 and appar-
ent visual magnitude m, is easily recovered from Table 3(a),
with the help of Eq. (5).

It can be argued that in reality, most kinds of detectors
that have reasonable sensitivities at visible wavelengths do not
measure energy flux (irradiance), but rather measure photon
flux. For a nearly monochromatic source of radiation the two
are proportional. But for blackbody radiation viewed with a
broadband detector, energy flux can be appreciably different
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from photon flux. For true photon detectors, the relevant
quantity for describing apparent brightness is the photon flux
ny measured by a detector with spectral sensitivity D),
defined in Eq. (2). From Eq. (11) for the spectral irradiance of
a star, the detected photon flux n,, from a blackbody of tem-
perature 7 and apparent visual magnitude my, is

anb (T,mV) — 10—-0.4mV 1010.99

xjom(%) W, (A T)dx m2s!
v,

([Ay/hc] = 101844J-1) The visual photon flux from a source
of apparent visual magnitude m, is

(14)

n,(my,) = 107947V 1099 ;2571 (153)

(The approximation sign refers to the assumption that all pho-
tons arrive with wavelength A, = 0.55 g, at which V(A) is

maximum.) Hence the ratio of detected to visual photon flux
from a star of apparent visual magnitude m, is

Pl (T m
M - 10105 fu()\)(%) W, T)d
v

n,(m,)
(15b)

The logarithms of these ratios are listed in Table 3(b). Note
that the ratios of detected to visual irradiance or photon flux
from a star (Egs. [13] and [15]) need not be greater than one,
That is, even though a broadband detector is sensitive to pho-
tons of many different wavelengths, its efficiency is typically
much poorer than that of the eye at visible wavelengths.

The numbers in Table 3(a) and (b) need only be multi-
plied by -2.5 to give the brightness correction in magnitudes
between visual and detected irradiance or photon flux. This
has been done in Table 3(c) and (d). When the magnitude
correction is negative, the detector measures a greater flux than
does the eye from a given star. These magnitude corrections
are similar in definition to astronomers’ “bolometric correc-
tion” BC(T). The latter is the ratio of total irradiance to vis-

ual irradiance, in units of magnitudes:
bb
Hb (T, m V) }

-2.5log|107°9
HV(m )

BC(T) = m,~m,

1t

=25 (0.15 +log fWV()\,T)dR)

(16a)
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Here the bolometric irradiance is defined by

fH””(A;T, m.,)d N

fil

bb
H,°(T.m )

= 10704V 107743 fWVO\,T)dk W/m?
(16b)

and the additive constant arises because of the difference in
reference values for calibration of the visual and bolometric
magnitude systems (Eq. [4]). Note that the bolometric cor-
rection is always negative, because a star’s total irradiance is
always greater than its irradiance at visible wavelengths. For
reference, the bolometric corrections for stars of the 12 spec-
tral types considered in this report are included in Table 1.

V. Visual vs. Broadband-Detector
Irradiance and Photon Flux
From Lasers

Calculations similar to those just made for stars can be
made for monochromatic sources. A laser at a distance 7 from
the top of Earth’s atmosphere, transmitting a power P, at
wavelength A, through a telescope of area 4, = (1r/4)(Dt2)_. pro-
duces an irradiance

= 107129 F W/m? (17a)
where the dimensionless scale factor £ is
2
() s}
F 1W/\30 cm (17b)

o= 2 2
r ( A,
10AU 0.532 1

Since 0.532 u is a wavelength of special interest, it is denoted
henceforth by A

A, = 05324 (17¢)
The spectral irradiance produced by the laser is
H,X) = H A -2, (18)



The visual irradiance H;,"C(?\t,my) from a monochromatic
(mmc) laser emitting at wavelength A, follows from Eq. (5):

HC(\,m,) = VA)H, = 107129 F V(A ) W/m?

YA
-12.98 r 2
10 F0 {—0‘95} W/m

107247V 10785 w/m?

(19)

where V(A;) = 0.95. The scale factor Fj and apparent visual
magnitude m, of a laser are thus related by

m, = 11.15-2.5log [F, VAl

{Fo V(AI)J
=11.2-25log (20)

0.95

The detected irradiance H,, from a laser of apparent visual
magnitude m, (or scale factor F) emitting at wavelength
A, s

t

HICQ . m,) = fDO\)H,(A)d)\ = DO\)H,

= ~12.96 2
= 107129 D\ ) F, W/m

— 10-0.4mV 10—8.5 (D()\')) W/m2
- Vix)
1)

The ratio of detected to visual irradiance is therefore

HIO,.m,)  DQ,
D Myl () 22)
H’;CO\t’ mV)

V)

The logarithms of these ratios are given in Table 4(a) for A, = X\
and the usual nine spectral response functions. The detected
irradiance H’;“O\,,mv) from a monochromatic source with
apparent visual magnitude m,, (or scale factor F;) emitting
at wavelength A  is easily recovered from Table 4(a) and
Eq. (21).

The irradiance (Eq. 17[a]) from a monochromatic source
implies a photon flux

(Af> 547(>\f> 2.~1
n =\—JH, = 10°"{=—])F  m “s”
t he) 't Ks 0

A

o 300,000(7')170 m~2s1 (23)

s

The visual photon flux is
me = = 545 7\' V(Af) -2.~1
nyfQpmy) = V) n, = 100\ FF | Gas | m™s
Ry

A
= 107%47V 10993\ %) m~257!

5

(24a)

(Eg. [20]). The flux measured by a photon detector with
spectral sensitivity D(X) is

ngc(?\t,mV) =D(A)n, =

(24b)

For At = >\S, it is obtained simply by multiplying Eq. (24a) by
the quantities whose logarithms are given in Table 4(a). Note
that for monochromatic sources, the ratio of detected to visual
irradiance or photon flux is typically less than one (the entries
in Table 4[a] are negative), because most broadband detectors
are less sensitive than the eye at visible wavelengths.

As was done in the previous section for stars, the numbers
in Table 4(a) can be multiplied by -2.5 to give the visual-to-
detector brightness correction in magnitudes; this is done in
Table 4(b). These corrections are positive, reflecting the poor
sensitivity of broadband detectors at visible wavelengths com-
pared to that of the eye.

VI. Comparison of Star and Laser
Brightnesses

It is now straightforward to compare the detected energy or
photon flux from stars and lasers of the same (or different) ap-
parent visual magnitudes. The ratio of the measured irradiance
from a monochromatic laser of apparent visual magnitude m,,
(or scale factor Fj) emitting at wavelength A, to that from a
blackbody of temperature T and apparent visual magnitude
m', is denoted here by R(m, - m},), a function of detector
sensitivity D (), laser wavelength A,, and star temperature 7
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H7C(A,,m_)
> =R(m,-m)
HD (T! V)

= 10—0.4(m y-m 'V)R(o)

, V(X))
= 1004mV 448 FOl:—O.Q_;j|R(0)

(252)
The ratio R (0) is just the ratio of Egs. (22) and (13) above:

D(A)
v(x)

R() =
105 D0y W, (A, T)dA

(25b)

Its logarithm for A, = A, equal to the difference of the entries
in Table 4(a) and Table 3(a), is tabulated in Table 5(a) for
stars of 12 different temperatures and the nine different spec-
tral response functions described in the Appendix.

A similar ratio, ﬁ(mv - my,), can be defined for photon
flux:

nre(my)

R(m,-m’)
nbb(T,m’,) v

= 10-040my-my) R(0)
. V()
= 10%4mV g-448 Fo I:__.'_] R(0)
(26a)
The ratio R (0) is just the ratio of Egs. (24) and (14):

A, l:D()\t)il
ngc(?\t,mv) _ (>\_I/— V(?\t)

nP(T.m ) i 1o'-°5fu(x)(k—")wv(>\,r)d>\
Y (26b)

R(0) =
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Its logarithm for A, = X, equal to the difference of the entries
in Table 4(a) and Table 3(b) minus 0.01 =log (A,/A; ), is tabu-
lated in Table 5(b). Note that, as expected, the ratios R (0) and
R(0) are always less than one, i.e., the entries in Table 5(a)
and (b) are all negative.

The logarithms of the ratios R (0) and R (0) listed in Table 5(a)
and (b) need only be multiplied by -2.5 to give the brightness
difference in magnitudes, as measured by a given broadband
detector, between a laser (emitting at 0.532 u) and a star of
identical apparent visual magnitude. These positive ‘“‘mono-
chromatic magnitude corrections™ are given in Table 5(c) and
(d). For example, Table 5(d) shows that if a CCD looks at a
laser and a very hot (BO) star of identical m,, the laser will
appear approximately 3.2 magnitudes (=13 dB) dimmer than
the star; for solar-type (GO) stars, the difference is only about
1.8 magnitudes (7 dB).

VIl. Summary and Concluding Remarks

This article has shown how to make precise quantitative
comparisons of the flux measured by certain broadband
detectors from stars and lasers. Results show that for a given
detector, the difference in measured flux from a star and a
laser of similar apparent visual brightness depends strongly on
the spectral class of the star. The difference is greatest for
stars much hotter or colder than our Sun, since most of their
radiation is outside the visible region of the spectrum. The
difference is smallest, but by no means negligible, for stars of
spectral classes A through K, or temperatures between 4000 K
and 10,000 K. These comprise the majority of known stars
(see Table 6[a] and [b]) [6]. In particular, results showed
that a laser will appear dimmer than a Sun-like GO star of
equal apparent visual brightness by the following factors for
the detectors considered: approximately 6 dB for the PMT,
7 dB for the CCD, 8 dB for the APD, and 6 dB for the MAMA.
Ground-based observation did not change these numbers sig-
nificantly for the CCD, and changed them by less than 1 dB
for the others (see Table S[a] - [d]).

For the astrometrist with a broadband detector trying to
locate the position of a laser-carrying spacecraft, these results
have the following implications: First, hot and cold stars that
are as much as 1.5 magnitudes (6 dB) fainter in the visible than
Sun-like stars may appear just as bright and be just as good
reference stars as the visibly brighter Sun-like stars (refer to
Table 3[a]-[d]). Second, the expected apparent brightness of
the laser must be calculated for a particular detector in the
manner described in this article; its visual brightness can give
a seriously exaggerated estimate of its would-be measured
brightness relative to stars of the same apparent visual bright-
ness, by anywhere from 2 to 17 dB (Table 5[a}-[d]).
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Table 1. Star spectral classes, temperatures, and bolometric

corrections

Spectral type Temperature, K BC(T)
BO 28,000 -2.80
BS 15,500 ~1.50
A0 9,900 -0.40
A5 8,500 -0.12
FO 7,400 -0.06
F5 6,600 0.0
GO 6,000 -0.03
GS 5,500 -0.07
KO0 4,900 -0.20
K5 4,100 -0.60
MO 3,500 -1.20
MS 2,800 -2.30

Table 2. Normalized blackbody functions Wv(a, n

(Eqgs. [6] and [10] of text)

xS
(_V) (EC2/}\VT_1)
~ WA, T) A
Wy T) = W(A,,,T) B Ca/AT
v’ e-2 -1
c, s—’;—c = 10%1% -k, A, = 0554
Star type

A

BO BS AD AS FO s GO G5 KO KS MO M5
0.1 45.19 2.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 20.07 6.68 1.41 0.67 0.31 0.15 0.08 0.04 0.01 0.00 0.00 0.00
0.3 7.03 4.32 2.13 1.51 1.05 0.74 0.53 0.39 0.24 0.10 0.04 0.01
0.4 2.91 2.36 1.74 1.50 1.27 1.09 0.95 0.82 0.66 0.45 0.30 0.15
0.5 1.39 1.32 1.22 1.17 1.12 1.08 1.04 1.00 0.94 0.85 0.77 0.64
0.6 0.74 0.77 0.83 0.85 0.88 0.91 0.94 0.97 1.02 1.11 1.22 1.43
0.7 0.43 0.48 0.56 0.61 0.67 0.72 0.78 0.85 0.96 1.20 1.51 2.26
0.8 0.26 0.31 0.39 0.44 0.50 0.56 0.63 0.71 0.84 1.16 1.62 291
0.9 0.17 0.21 0.28 0.32 0.37 0.43 0.50 0.58 0.71 1.06 1.61 3.32
1.0 0.12 0.15 0.20 0.24 0.28 0.34 0.39 0.46 0.59 0.93 1.51 3.48
1.1 0.08 0.10 0.15 0.18 0.22 0.26 0.31 0.37 0.49 0.81 1.37 3.47
1.2 0.06 0.08 0.11 0.14 0.17 0.21 0.25 0.30 0.40 0.69 1.23 3.34
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Table 3(a). Ratios of detected to visual irradiance for stars

(Eq. [13] in text)

w(rm,) ]
log| ———— | = log (10‘-05 fum W (A,T)dx)
Hy(my) v
Detector type
Star
type atm + atm + atm + atm + atm +
PMT ¢cb APD MAMA PMT cCD APD MAMA vis
BO 0.21 1.48 0.32 0.48 -0.10 0.47 0.23 -0.14 -0.10
BS 0.10 0.99 0.32 0.29 -0.18 0.43 0.24 -0.23 -0.10
A0 -0.05 0.68 0.35 0.05 -0.29 0.38 0.27 -0.35 -0.10
AS -0.11 0.60 0.36 -0.05 -0.34 0.37 0.29 -0.40 -0.10
FO -0.17 0.54 0.38 -0.15 -0.38 0.36 0.31 -0.45 -0.10
FS§ -0.23 0.51 0.40 -0.23 -0.42 0.36 0.34 -0.50 -0.10
GO -0.27 0.49 0.42 -0.30 -0.46 0.36 0.36 -0.54 -0.10
G5 -0.32 0.48 0.45 -0.36 -0.49 0.37 0.39 -0.58 -0.10
KO -0.37 0.48 0.49 -0.44 -0.53 0.39 0.43 -0.64 -0.10
K5 -0.44 0.52 0.58 -0.55 -0.58 0.44 0.53 -0.72 -0.09
MO -0.50 0.59 0.68 -0.65 -0.61 0.52 0.63 -0.79 -0.09
MS5 -0.53 0.76 0.89 -0.76 -0.62 0.71 0.85 -0.87 -0.07
Table 3(b). Ratios of detected to visual photon flux for stars
(Eq. [15Db] in text)
T.m 3
log n?)b 'E (mV)) = log(lol-OS fD(A)(AL) WV(A, T)d)\)
Y v
Detector type
Star
type PMT cch APD MAMA atm + atm + atm + atm + atm +
PMT CCD APD MAMA vis

BO 0.06 1.06 0.35 0.25 -0.22 0.42 0.27 -0.27 0.30
BS -0.04 0.75 0.37 0.08 -0.29 0.40 0.30 -0.35 0.30
AQD -0.17 0.58 0.41 -0.13 -0.38 0.38 0.34 -0.45 0.30
AS -0.22 0.54 0.43 -0.21 -0.42 0.38 0.37 -0.50 0.30
Fo -0.27 0.51 0.46 -0.29 -0.46 0.38 0.40 -0.55 0.30
FS -0.32 0.51 0.49 -0.36 -0.49 0.40 0.43 -0.59 0.30
GO -0.36 0.51 0.51 -0.42 -0.52 0.41 0.46 -0.63 0.30
GS ~-0.39 0.51 0.55 -0.47 -0.54 0.43 0.49 -0.66 0.30
KO -0.43 0.54 0.60 -0.53 -0.57 0.46 0.54 -0.71 0.31
KS -0.48 0.60 0.70 -0.63 -0.60 0.54 0.65 -0.78 0.31
MO -0.51 0.69 0.81 -0.70 -0.62 0.64 0.77 -0.83 0.32
M5 -0.52 0.90 1.04 -0.79 ~0.60 0.86 1.00 -0.90 0.34
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Table 3(c). Ratios of detected to visual irradiance for stars, in magnitudes

(Eq. [13] in text)

T.m V)
2510g |[H2? LT | = 2510 (10"05 fD(x)ﬁ' (A, THd x)
Amy) 4
Detector type
Star
type PMT cchb APD MAMA atm + atm + atm + atm + atm +
PMT CCD APD MAMA vis
BO -0.53 -3.69 -0.79 -1.19 0.25 -1.18 -0.57 0.35 0.24
BS -0.25 -2.49 -0.81 -0.71 0.46 -1.07 -0.60 0.57 0.24
AQ 0.11 -1.69 -0.86 -0.12 0.73 -0.96 -0.68 0.87 0.25
AS 0.27 -1.50 -0.90 0.13 0.84 -0.92 -0.72 1.00 0.25
FQ 0.43 -1.36 -0.95 0.36 0.96 -0.90 -0.78 1.13 0.25
F5 0.57 -1.28 -1.00 0.58 1.06 -0.90 -0.84 1.25 0.25
GO 0.68 -1.23 -1.06 0.74 1.14 -0.90 -0.90 1.36 0.25
G5 0.79 -1.21 -1.12 0.89 1.22 -0.92 -0.97 1.46 0.25
KO0 0.92 -1.21 -1.23 1.09 1.31 -0.97 -1.08 1.59 0.24
KS5S 1.11 -1.29 -1.44 1.39 1.45 -1.11 -1.31 1.80 0.23
MO 1.24 -1.46 -1.71 1.62 1.53 -1.31 -1.59 1.97 0.22
M5 1.32 -1.89 -2.22 1.89 1.55 -1.77 -2.12 2.19 0.18
Table 3(d). Ratios of detected to visual photon flux for stars, in magnitudes
(Eq. [15Db] in text)
bb (T’mV) 1.05 AN A
-2.5 log np " m) = -2.5 log (10 . fDO\)(A_) WVO" T)d }\)
vty v
Detector type
Star
type atm + atm + atm + atm + atm +
PMT ccb APD MAMA PMT cCh APD MAMA vis
BO -0.1§ ~2.66 -0.88 -0.61 0.54 -1.05 -0.68 0.67 -0.75
BS 0.10 -1.88 -0.93 -0.19 0.73 -0.99 -0.74 0.87 -0.75
A0 0.42 -1.44 -1.02 0.32 0.95 -0.95 -0.85 1.14 -0.75
AS 0.55 -1.34 -1.08 0.53 1.05 -0.95 -0.92 1.25 -0.75
FO 0.68 -1.29 -1.14 0.73 1.14 -0.96 -0.99 1.37 -0.75
FSs 0.79 -1.26 -1.21 0.90 1.22 -0.99 -1.07 1.48 -0.75
GO 0.89 -1.27 -1.29 1.04 1.29 -1.02 -1.15 1.57 -0.75
GS 0.97 -1.29 -1.36 1.16 1.35 -1.07 ~1.23 1.65 -0.76
KO 1.07 -1.34 -1.49 1.33 1.42 -~1.15 ~1.36 1.77 -0.76
KS 1.20 -1.50 -1.74 1.57 1.50 -1.35 -1.62 1.94 -0.78
MO 1.28 -1.73 -2.03 1.76 1.54 -1.60 -1.92 2.08 -0.80
MS 1.29 -2.24 -2.59 1.98 1.51 -2.14 -2.49 2.25 -0.85
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Table 4(a). Ratios of detected to visual irradiance and photon
flux for lasers at A, = 0.532 u

(Eqgs. [22] and [24] in text)

ch(}\s‘mV) n’gc()\s’mV) DO‘.\')

log| ————— | = log = log 78]
¢ mv

H’; (?\S,mV) ny (:\S,m 5

v

V()\S) ~ 0.952

Detector type Ratio
PMT -0.92
CCD -0.22
APD ~0.32
MAMA -1.00
atm + PMT -1.02
atm + CCD -0.32
atm + APD -0.42
atm + MAMA -1.09
atm + vis -0.09

Table 4(b). Ratios of detected to visual irradiance and photon
flux for lasers at A, = 0.532 y, in magnitudes

(Egs. [22] and [24] in text)

D(ks)

~2.5 log V——

)

V(As) =~ 0.952
Detector type Ratio
PMT 2.30
CCD 0.56
APD 0.80
MAMA 2.50
atm + PMT 2.54
atm + CCD 0.79
atm + APD 1.04
atm + MAMA 2.74
atm + vis 0.23
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Table 5(a). Ratios R(0) ot detected irradiance from laser and stars of identical m,,

(Eq. [25b] in text)

me
HD ()\s‘ m V)

log R(0) = log| —
b
H2(Tm )
D(}\S)
V(As)
= log =
101'05fD(A)WV(>\,T)d>\
Ay = 0.532 u, V(AS) = 0.952
Detector type
Star
type atm + atm + atm + atm + atm +
PMT cco APD MAMA PMT CCD APD MAMA vis
BO ~1.13 -1.70 -0.64 -1.48 -0.92 -0.79 -0.64 -0.96 0.001
BS -1.02 -~1.22 -0.65 -1.29 -0.83 -0.74 -0.66 -0.87 0.003
A0 -0.88 -0.90 -0.67 -1.05 -0.73 -0.70 -0.69 -0.75 0.005
AS -0.81 -0.82 -0.68 -0.95 -0.68 -0.69 -0.70 -0.69 0.005
FO -0.75 -0.77 -0.70 -0.86 -0.63 -0.68 -0.73 -0.64 0.005
FS -0.69 -0.73 -0.72 -0.77 -0.59 -0.68 -0.75 -0.59 0.005
GO -0.65 -0.72 -0.75 -0.71 -0.56 -0.68 -0.78 -0.55 0.005
G5 -0.61 -0.71 -0.77 -0.65 -0.53 -0.69 -0.80 -0.51 0.004
KO -0.55 -0.71 -0.81 -0.56 -0.49 -0.70 -0.85 -0.46 0.003
K5 -0.48 -0.74 -0.90 -0.45 -0.44 -0.76 -0.94 -0.37 -0.001
MO -0.43 -0.81 -1.00 -0.35 -0.41 -0.84 -1.05 -0.30 -0.007
M5 -0.40 -0.98 -1.21 -0.25 -0.39 -1.02 -1.26 -0.22 -0.022
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Table 5(b). Ratios R(0) of detected photon flux from laser and stars of identical my,

(Eq. [26Db] in text)

mc
"p (}‘:’ m V)

1 R =
og R(0) log Fys
nyy(T,m.)
Ay V(AS)
= log
1.05 AN o
10 DA {—) W (A, T)dA
A |4
14
A= 0.532 4, )‘V = 0.55pu, V(As) = 0.952
Detector type

Star —
type atm + atm + atm + atm + atm +

PMT ccp APD MAMA PMT CCD APD MAMA vis
BO -0.98 -1.29 -0.67 -1.25 -0.80 -0.74 -0.69 -0.83 -0.395
BS -0.88 -0.98 -0.69 -1.08 -0.73 -0.71 -0.71 -0.75 -0.394
AQ -0.75 —0.80. -0.73 -0.87 -0.63 -0.70 -0.76 -0.64 -0.393
AS -0.70 -0.76 -0.75 -0.79 -0.60 -0.70 -0.78 -0.59 -0.393
FO -0.65 -0.74 -0.78 -0.71 ~0.56 -0.70 -0.81 -0.55 ~0.394
FS -0.60 -0.73 -0.81 -0.64 -0.53 -0.71 -0.84 -0.50 -0.395
GO -0.57 -0.73 -0.84 -0.59 -0.50 -0.73 -0.87 -0.48 -0.396
GS -0.53 -0.74 -0.87 -0.54 -0.48 -0.74 -0.91 -0.43 -0.397
KO -0.49 -0.76 -0.92 -0.47 -0.45 -0.78 -0.96 -0.39 -0.399
K5 -0.44 -0.82 -1.02 -0.37 -0.41 -0.86 -1.06 ~0.32 -0.405
MO -0.41 -0.92 -1.13 -0.30 -0.40 ~0.96 -1.18 -0.26 -0.413
MS -0.41 -1.12 -1.36 ~0.21 -0.41 -1.17 -1.41 -0.19 -0.432
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Table 5(c). Ratios R(0) of detected irradiance from laser and stars of identical m, in magnitudes

(Eq. [25b] in text)

Hrl;w(}\s‘mV)

~-2510gR(0) = -2.5log| ——

2 (T,m )

D(As)
V(As)
= -2.5log
IOI'OSfD()\)WV(A, T)dr
A, = 0.532 p, V()\S) = 0.952
Detector type
Star
type atm + atm + atm + atm + atm +
PMT ¢Cb APD MAMA PMT CCD APD MAMA vis

BO 2.84 4.24 1.59 3.69 2.29 1.97 1.61 2.39 -0.003
B5 2.56 3.04 1.61 3.21 2.08 1.86 1.64 2.17 -0.008
AOD 2.19 2.25 1.67 2.62 1.81 1.75 1.71 1.87 -0.013
AS 2.03 2.05 1.71 2.37 1.69 1.71 1.76 1.74 -0.013
FO 1.87 1.92 1.75 2.14 1.58 1.69 1.82 1.60 -0.013
FS 1.74 1.83 1.81 1.93 1.48 1.69 1.88 1.48 -0.013
GO 1.62 1.79 1.86 1.76 1.39 1.70 1.94 1.38 -0.013
GS 1.52 1.76 1.93 1.61 1.32 1.71 2.01 1.28 -0.011
KO 1.38 1.76 2.03 1.41 1.22 1.76 2.12 1.14 -0.008
KSs 1.19 1.85 2.25 1.12 1.09 1.90 2.35 0.94 0.002
MO 1.07 2.02 2.51 0.88 1.01 2.10 2.62 0.76 0.017
MS 0.99 2.45 3.02 0.61 0.98 2.56 3.15 0.55 0.054
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Table 5(d). Ratios R(0) of detected photon flux from laser and stars of identical my,, in magnitudes

(Eq. [26Db] in text)

mc
n (As,m V)

-2.5l0g R(0) = -2.5log
551 m )
np hm,
AR
= -2.5log
1.05 A\~
10 D) [—) W (a, Thax
A 14
v,
A, = 05324, Ay = 0554, y(x) = 0.952
Detector type

Star

type atm + atm + atm + atm + atm +

PMT ccb APD MAMA PMT cCD APD MAMA vis

BO 2.45 3.21 1.68 3.11 1.99 1.85 1.72 2.07 0.99
BS 2.20 2.44 1.73 2.69 1.81 1.78 1.78 1.87 0.98
A0 1.89 1.99 1.82 2.18 1.58 1.74 1.89 1.60 0.98
A5 1.75 1.90 1.88 1.97 1.49 1.74 1.95 1.48 0.98
FO 1.62 1.84 1.95 1.77 1.39 1.75 2.03 1.37 0.98
F5 1.51 1.82 2.02 1.61 1.31 1.78 2.11 1.26 0.99
GO 1.42 1.82 2.09 1.46 1.25 1.81 2.18 1.17 0.99
G5 1.33 1.84 2.17 1.34 1.19 1.86 2.27 1.08 0.99
KO 1.23 1.90 2.29 1.17 1.12 1.94 2.40 0.97 1.00
K5 1.10 2.06 2.54 0.93 1.03 2.14 2.66 0.80 1.01
MO 1.03 2.29 2.84 0.74 1.00 2.39 2.96 0.65 1.03
MS 1.02 2.80 3.39 0.53 1.03 2.93 3.53 0.48 1.08
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Table 6(a). Star numbers (Ref. [6], p. 243)

N

= number of stars per square degree brighter than visual magnitude m

my
1
og N"'V
Galactic latitude, degrees
m 14 mean
0 +5 +10 £20 230 +40 +50 +60 +90 0-90

0.0 -39 4.2 -4.3 -4.1

1.0 -3.3 -3.6 -3.7 -5.56

2.0 -2.7 -3.0 -3.1 -3.00

3.0 -2.14 -2.5 -2.6 -2.43

4.0 -1.55 -1.63 -1.68 -1.81 -1.96 -2.05 -2.10 -2.12 -2.20 -1.90

5.0 ~-1.08 -1.16 -1.23 -1.36 -1.49 -1.56 -1.60 -1.63 -1.69 -1.41

6.0 -0.60 -0.68 -0.75 -0.88 -1.00 -1.07 -1.12 -1.15 -1.20 -0.93

7.0 -0.16 -0.23 -0.30 -0.43 -0.54 -0.61 -0.66 -0.69 -0.74 -0.46

8.0 +0.29 +0.23 +0.15 +0.02 -0.08 -0.16 -0.21 -0.24 -0.30 +0.00

9.0 +0.78 +0.69 +0.61 +0.48 +0.38 +0.30 +0.25 +0.20 +0.14 +0.45
10.0 +1.25 +1.16 +1.08 +0.94 +0.82 +0.74 +0.68 +0.63 +0.55 +0.91
11.0 1.73 1.63 1.53 1.38 1.26 1.17 1.10 1.05 0.96 +1.34
12.0 2.18 2.07 1.93 1.80 1.67 1.57 1.49 1.42 1.33 +1.76
13.0 2.60 2.49 2.37 2.20 2.08 1.94 1.84 1.77 1.69 +2.17
14.0 3.02 291 2.78 2.60 2.44 2.28 2.18 2.09 2.01 +2.56
15.0 +3.42 +3.30 +3.18 +2.95 +2.78 +2.61 +2.50 +2.40 +2.27 +2.94
16.0 3.78 3.71 3.54 3.30 3.09 2.91 2.78 2.68 2.54 +3.29
17.0 4.13 4.08 3.90 3.60 3.37 3.19 3.05 2.94 2.78 +3.64
18.0 4.50 4.40 423 3.93 3.65 3.44 3.29 3.17 3.02 +3.95
19.0 4.8 4.7 4.6 4.2 3.9 3.7 3.5 34 3.2 +4.20
20.0 +5.0 +5.0 +4.9 +4.5 +4.1 +3.9 +3.7 +3.6 +3.4 +4.5
21.0 53 5.2 5.1 4.8 4.3 4.1 3.9 3.7 35 +4.7

Table 6(b). Relative numbers of stars in each spectral class (up
to my, = 8.5)
Class A F G K
% stars 10 22 19 14 31
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Appendix

Detector Spectral Quantum Efficiencies

The detector spectral sensitivities D(A) referred to through-
out this report do not in practice represent only the spectral
quantum efficiencies of the detectors. They should also in-
clude the efficiency of the receiving optics as well as an atmos-
pheric transmission function for detectors beneath the atmos-
phere. In these calculations the receiving-optics efficiency has
been ignored, since it is highly system-dependent and typically
is designed to be approximately constant over the range of the
detector’s spectral response. Atmospheric transmission is in-
cluded, however. Therefore, nine different functions D(A) are
considered. The first four are the spectral quantum efficiencies
of four representative kinds of detectors currently used or
likely to be used for spacecraft applications—photomultiplier
tubes, charge-coupled devices, avalanche photodiodes, and
multianode microchannel array detectors.! The next four are
these efficiencies multiplied by the atmospheric transmission
function defined in Allen [6]. The last is a product of the at-
mospheric transmission and visual response functions, which
gives a visual-brightness reference for ground-based observa-
tions. The wavelength range chosen was 0.1 u (a reasonable
optics cutoff wavelength) through 1.2 u (beyond which the
sensitivity of most detectors is very poor). In all these func-
tions, A stands for wavelength in units of micrometers (u).
The functions are graphed together in Fig. 3(a)-(c).

I. Photomultiplier Tube (PMT)

The spectral quantum efficiency of a Hammamatsu (S-20)
PMT (R64a) is modeled approximately by the following series
of linear functions:

2.13A - 0.5325 (0250 <A < 0.350)
0.213 (0.350 <A< 0.375)
-0.634A + 0.4515 (0.375 <A< 0.650)
-0.3065A + 0.238 (0.650 <A< 0.776)

The quantum efficiency at A = 0.532 u is 0.114.

ll. Charge-Coupled Device (CCD)

The spectral quantum efficiency of a Texas Instruments
three-phase (UV-flooded) CCD (J. Janesick, private communi-
cation) is modeled approximately by the following series of
linear functions:

1Data on detector sensitivities were gathered by Jim Annis, a graduate
student at the Institute of Astronomy in Hawaii, during his summer
employment at JPL in 1987.
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—0.8A +0.62 (0.10 <A <0.20)
0.42 (0.20 <A < 0.25)
0.75A+0.23 (0.25 <A< 0.45)
0.57 (0.45 <A< 0.65)
-120+ 135 (0.65 <A< 1.12)

The quantum efficiency at A =0.532 1 is 0.57.

lIl. Avalanche Photodiode (APD)

The spectral quantum efficiency of an RCA APD (30902S)
is modeled approximately by the following series of linear
functions:

1.8\ - 0.62 {0.35 <A <0.4)
3.00- 1.1 (0.40 <A <0.5)
1.7A - 0.45 (0.50 <A< 0.6)

A (0.60 <A< 0.8)
~3.00+32 (080 <A< 1.0)

The quantum efficiency at A = 0.532 u is 0.454,

IV. Multianode Microchannel Array
(MAMA)

The spectral quantum efficiency of a MAMA device with a
bi-alkali cathode [8] is modeled approximately by the follow-
ing series of linear functions:

2.50-0.5 (020 <A< 0.3)
-A+0.55 (0.30 <A< 0.35)
0.2 (0.35 <A< 0.4)
-0.78A +0.51 (0.40 <A < 0.66)

The quantum efficiency at A = 0.532 u is 0.095.

V. Atmospheric Spectral Transmission
Function
The spectral transmission function of Earth’s atmosphere is

modeled approximately by the following series of linear
functions {6] :

10.5X - 3.14 (0.30 <A< 0.34)
3330 -0.7 (034 <A< 0.4)
1.6X - 0.01 (0.40 <A <0.5)
0.5A +0.54 (0.50 <A< 0.8)
0.08 + 0.87 (0.80 <A< 1.6)
1.0 (1.60 <)

The transmission at A = 0.532 u is 0.806.



